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Abstract

The present thesis consists of two unrelated research projects and is therefore divided
into two parts. The first part is based on the paper [27]. The second part is based on
the paper [22], which is joint with Alexander S. Kechris.

Part I. For a Polish space X it is well-known that the Cantor-Bendixson rank
provides a co-analytic rank on Fy,(X) if and only if X is o-compact. We construct a
family of co-analytic ranks on Fy, (X) for any Polish space X. We study the behaviour
of this family and compare the ranks to the Cantor-Bendixson rank. The main results
are characterizations of the compact and o-compact Polish spaces in terms of this
behaviour.

Part II. We develop a co-induction operation for invariant random subgroups. We
use this operation to construct new examples of continuum size families of non-atomic,
weakly mixing invariant random subgroups of certain kinds of wreath products, HNN
extensions and free products with normal amalgamation. Moreover, by use of small
cancellation theory together with our operation, we construct a new continuum size
family of non-atomic invariant random subgroups of Fo which are all invariant and
weakly mixing with respect to the action of Aut(Fs). Finally, by studying continuity
properties of our operation, we obtain results concerning the continuity of the co-
induction operation for weak equivalence classes of measure preserving group actions.

Resumé

Denne afhandling bestar af to urelaterede forskningsprojekter og er derfor opdelt i to
dele. Den forste del er baseret pa artiklen [27]. Den anden del er baseret pa artiklen
[22], som er lavet i samarbejde med Alexander S. Kechris.

Del 1. For et Polsk rum X er det velkendt at Cantor-Bendixson-rangen udggr
en ko-analytisk rang pa Fy,(X) hvis og kun hvis X er o-kompakt. Vi konstruerer
en familie af ko-analytiske rangfunktioner pa Fy,(X) for ethvert Polsk rum X. Vi
undersgger hvordan denne familie opfgrer sig og sammenligner disse rangfunktioner
med Cantor-Bendixson-rangen. Hovedresultaterne er karakteriseringer af de kompakte
og o-kompakte Poliske rum ud fra denne opfgrsel.

Del II. Vi udvikler en ko-induktionsoperation for invariante tilfeeldige under-
grupper. Vi bruger denne operation til at konstruere nye eksempler pa familier med
kontinuum mange ikke-atomiske, svagt blandede invariante tilfzeldige undergrupper af
nogle typer af kranseprodukter, HNN-udvidelser og frie produkter med normal amal-
gamation. Endvidere, ved brug af lille annulleringsteori sammen med vores operation,
konstruerer vi en ny familie med kontinuum mange ikke-atomiske invariante tilfeeldige
undergrupper af Fy, som alle er invariante og svagt blandede i forhold til virkningen af
Aut(F3). Til sidst, ved at studere kontinuitetsegenskaber ved vores operation, opnar
vi resultater angaende kontinuiteten af ko-induktionsoperationen for svage &ekviva-
lensklasser af malbevarende gruppevirkninger.
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Introduction

The present thesis consists of two unrelated parts, which are both based on a
corresponding research project. The title of the first part is Cantor-Bendizson
type ranks. 1t is based on the paper [27] and is concerned with the study of
co-analytic sets in classical descriptive set theory. The title of the second part
is Co-induction and invariant random subgroups. It is based on the paper [22],
which is joint with Alexander S. Kechris, and concerns the study of invariant
random subgroups and their connection to measure preserving group actions.
This subject lies on the borderline of group theory, ergodic theory and de-
scriptive set theory. Below we will briefly introduce each of these subjects and
present the results of this thesis.

Descriptive set theory and co-analytic sets

Descriptive set theory is the study of definable subsets of separable completely
metrizable topological spaces. Such topological spaces are said to be Polish
and they include R, all separable Banach spaces and w“, where the latter
is equipped with the product topology induced by the discrete topology on
w = {0,1,...}. By definable subsets we mean subsets that can be described
in terms of the topology. We stratify these sets into hierarchies according to
the complexity of their description and study the properties of the sets in each
level.

The systematic study of sets in descriptive set theory goes back to the
work of Borel, Baire and Lebesgue at the beginning of the 20th century.
Since then it has developed extensively and many regularity properties such as
Lebesgue measurability, the Baire property and the perfect set property have
been proven to hold for subsets of sufficiently low complexity. For example,
all of these three properties hold for the Borel sets.

For each Polish space we can use transfinite recursion to construct the
Borel sets by starting with the open sets and then recursively closing under
the operations of complements and countable unions. We can stratify the Borel
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Introduction

sets into the Borel hierarchy, where the complexity of a Borel set is determined
by its first appearance in this construction. Thus the open and the closed sets
are the simplest.

In the 1910s Suslin discovered that the projection of a Borel set in the
plane is not necessarily Borel, thereby pointing out a mistake of Lebesgue in
the paper [23] from 1905. This gave rise to a class of sets more complicated
than the Borel sets, namely the projective sets. This is the class of sets which
is obtained from the Borel sets by recursively closing under the operations of
continuous images and complements. Once again, these sets can be stratified
into a hierarchy. At the lowest level of the projective hierarchy we have the
analytic and the co-analytic sets, which can be defined as the continuous im-
ages of Borel sets and their complements, respectively.

We will be focusing on the class of co-analytic sets. A classical example
of a co-analytic set is the following: Let Tree(w) denote the set of trees on w.
The subset WE C Tree(w) consisting of all well-founded trees is co-analytic.
In fact, if A C X is a co-analytic subset of a Polish space X, then there is a
Borel map f: X — Tree(w) such that z € A if and only if f(x) € WF. So
in many cases we can pass from general co-analytic sets to this specific set in
order to obtain results.

A key property of co-analytic sets is that they admit a co-analytic rank into
wi. Given a set A, a rank into wy is a map p: A — wy. If A is a co-analytic
subset of a Polish space X, we say that ¢ is a co-analytic rank if the initial
segment

AZ={re Al p(x) <a}

is Borel in X in a uniform manner for all @ < w;. This ensures that any
co-analytic set A is an increasing union of w; Borel sets.

The main result concerning co-analytic ranks is the Boundedness Theorem.
It states that if ¢: A — wy is a co-analytic rank on a co-analytic subset A of
a Polish space X, then A is Borel in X if and only if

sup{¢(z) |z € A} < wy.

Moreover, if B C A is analytic in X, then sup{¢(z) | x € B} < w;.

The first part of the theorem highlights how these ranks provide a powerful
tool for proving that certain subsets are not Borel. For example, in [34] co-
analytic ranks are used to prove that, in a certain parametrization of countable
groups, the subset of elementary amenable groups is not Borel while the subset
of amenable groups is. This result thereby gives a non-constructive existence
proof of an amenable group that is not elementary amenable.



Introduction

The second part of the theorem ensures a uniformity of the co-analytic
ranks that a fixed co-analytic set A admits. Indeed, it implies that if p,9: A —
wp are both co-analytic ranks, then there exists a function f: w; — wy such
that ¢(z) < f(¢(x)) for all x € A. Therefore all co-analytic ranks on A
agree on which subsets are bounded and which subsets are not, and so each
co-analytic subset of a Polish space admits a natural o-ideal of bounded sets.

Even though it is known that any co-analytic set admits a co-analytic
rank and therefore also the aforementioned o-ideal, the proof does not provide
a concrete rank for a given co-analytic set. In fact, to obtain this result it
suffices to construct a co-analytic rank on WF. For a given co-analytic set it
is therefore of interest to find explicit co-analytic ranks in order to determine
the structure of the co-analytic set in terms of the o-ideal of bounded sets.
Many examples of co-analytic ranks for specific co-analytic sets are collected
in [19].

Cantor-Bendixson type ranks

In this part of the thesis we will consider the Effros Borel space F'(X) consisting
of all closed subsets of a Polish space X, and the co-analytic subset Fy,(X)
consisting of the countable closed subsets. It is known that Fy,(X) is co-
analytic and not Borel when X is uncountable.

A natural rank on this co-analytic set is the Cantor-Bendixson rank, which
assigns to each F' € Fy,(X) the length of the transfinite process of removing
isolated points. However, the Cantor-Bendixson rank is only co-analytic when
the underlying Polish space is o-compact. In fact, as mentioned in [19], no
explicit co-analytic rank on Fy,(X) for a general Polish space X seems to be
known.

In the specific case of w*, there is a natural correspondence between F'(w®)
and Tree(w). Recall that a tree T' € Tree(w) is a set of finite sequences of num-
bers in w which is closed under initial segments. One then associates to each
F € F(w¥) the tree Tp consisting of all finite initial segments of the elements
of F. Moreover, on Tree(w) there is a Cantor-Bendixson-like rank, which as-
signs to each tree the length of the transfinite process of removing isolated
branches of the tree. We obtain a co-analytic rank on Fy,(w“) by assigning to
each F' € Fy,(w®) the rank of Tp.

Our first goal is to generalize the construction used in the case of w* to
a general Polish space X. The key step in this generalization is to define a
correspondence between F(X) and certain subsets of w?. This is done by fixing
a complete compatible metric d on X and a countable dense sequence (z;); in
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X. We then identify each F' € F(X) with the set
Ap ={(i,j) €w* | FNBa(w;, 27771}

It turns out that this correspondence shares many of the properties of the
correspondence between F(w®) and Tree(w). So, since we can define a Cantor-
Bendixson-like rank on the subsets of w?, we obtain a co-analytic rank on
Fy,(X) by assigning to each F' € F(X) the rank of Ap.

A presentation P = (X,d, (z;);) of a Polish space X is a Polish space
X equipped with a fixed choice of a complete compatible metric d and a
countable dense sequence (x;);. Our construction provides a co-analytic rank
wp: Fy,(X) — wy for each presentation P of a Polish space X. Hence for a
fixed Polish space X we obtain a potentially huge family

{¢p | P is a presentation of X}

of co-analytic ranks on Fy,(X).

The second objective is to investigate how this family of co-analytic ranks
behaves. We prove results stating how the chosen presentation affects the
ranks one obtains, and how the ranks relate to the Cantor-Bendixson rank on
Fy,(X). The main results characterizes the compact and o-compact Polish
spaces in terms of the behaviour of the ranks.

We will prove that a Polish space X is compact if and only if the family of
ranks is uniformly bounded by the Cantor-Bendixson rank, in the sense that
there is a function f: w; — wj such that

ep(F) < f(|Flcs)

for all F' € Fy,(X) and all presentations P of X. Moreover, we will compute
a single function f: w; — w; satisfying the above inequality for any compact
Polish space X.

We obtain that a Polish space X is o-compact if and only if some (equiv-
alently every) rank in the family (¢p)p, where P varies over all presentations
of X, is bounded by the Cantor-Bendixson rank. This means that for some
(equivalently every) presentation P of X there is a function fp: w; — wy such
that

ep(F) < fp(|FlcB)
for all F' € Fy,(X). Also in this case, we will for a presentation P of a o-

compact Polish space X compute a specific function fp: w; — wy satisfying
the above inequality.
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Let us briefly give an overview of the content contained in this part of the
thesis.

Chapter 1. This preliminary chapter contains the various notions and
basic results needed for the rest of this part of the thesis. In the first section
we briefly review some basic results and notions related to Polish spaces, Polish
metric spaces and standard Borel spaces, which we assume the reader to be
familiar with throughout the rest of this thesis. This includes an introduction
to the Effros Borel space F'(X) of a Polish space X. In the second section
we will introduce the descriptive set-theoretic trees. We will see how these
trees are closely related to the closed subsets of certain product spaces. In
particular, we will establish the correspondence between F(w“) and Tree(w).
In the third section we define the analytic and co-analytic sets. We will see
that Fy,(X) is in fact a co-analytic subset of F(X) and that is is not Borel
when X is uncountable. The fourth section concerns co-analytic ranks. We
will among other things discuss the Boundedness Theorem and give a proof of
the fact that any co-analytic subset admits a co-analytic rank. In the fifth and
final section we will discuss the Cantor-Bendixson rank on F'(X) for a Polish
space X. We will argue that it is co-analytic on Fy,(X) if and only if X is
o-compact. Moreover, we will show how to use the correspondence between
F(w*) and Tree(w) to construct a co-analytic rank on Fy,(w®).

Chapter 2. The main goal of this chapter is to obtain the aforementioned
rank ¢p: Fy,(X) — w; for each presentation P of a Polish space X. In the
first section we will give the precise construction of these ranks. In the second
section we will provide various properties of this construction and we will see
that it does in fact generalize the well-known construction for w*. In the
third and final section we investigate the extent to which the rank depends
on the chosen metric and on the dense sequence, respectively. We will first
isolate classes of Polish metric spaces for which the construction is completely
independent of the dense sequence. In general, changes can occur when varying
the dense sequence, but we will recover a bound on how much. Afterwards we
will see that there is no bound on the changes that may occur when varying
the complete metric.

Chapter 3. In this chapter we will compare the ranks that we have con-
structed to the Cantor-Bendixson rank. In particular, we will prove the char-
acterizations of the compact and o-compact Polish spaces that we described
above.

Chapter 4. This chapter serves as a discussion of some questions related to
the subject of this part of the thesis. In the first section we will discuss certain
invariance properties one can hope for in a co-analytic rank ¢: Fy, (X) — w;
for a Polish space X. We propose a problem of finding a co-analytic rank
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@: Fy,(X) — wp with nicer invariance properties than the ones we construct
here. The second section concerns the phenomenon of uniform boundedness
that we show for the family (y,)p, where P varies over all presentations of a
compact Polish space X. We will ask several questions towards understanding
if this behaviour holds more generally and, in particular, if it occurs in other
cases.

Invariant random subgroups

The study of invariant random subgroups has been an active area of research
in recent years.

For a countable group I'" we consider the compact Polish space Sub(I') C
{0,1}" consisting of all subgroups of I'. A Borel probability measure on Sub(I')
which is invariant under the natural conjugacy action of I on Sub(I") is called
an invariant random subgroup. The space of invariant random subgroups
of T is denoted IRS(I") and is a closed convex subspace of the space of all
Borel probability measures on Sub(T'). In particular, it is a compact Polish
space in the weak*-topology. The study of invariant random subgroups usually
concentrates on the ergodic invariant random subgroups, as these constitute
the extreme points in IRS(I"). A notion of invariant random subgroups has also
been examined for locally compact groups, where one considers the conjugation
action on the space of closed subgroups, but here we will limit our attention
to countable groups.

It easy to construct simple examples of invariant random subgroups. For
each finite index subgroup the uniform measure on the conjugacy class is an
invariant random subgroup. Also, the Dirac measure concentrated at a nor-
mal subgroup is an example of an invariant random subgroup. It is a general
phenomenon that the invariant random subgroups tend to behave like normal
subgroups, rather than arbitrary subgroups. For example, Kersten’s theorem
and Margulis’ normal subgroup theorem have been extended to invariant ran-
dom subgroups in [2] and [28], respectively. The latter result implies that any
ergodic invariant random subgroup of a lattice in a higher rank simple real Lie
group, such as SL,,(Z) for n > 3, is either induced by the trivial subgroup or
by a finite index subgroup, as above.

Another more interesting way to obtain invariant random subgroups of a
countable group I' is by use of measure preserving actions. Let (X, pu) be a
non-atomic standard probability space, i.e., a probability space isomorphic to
([0,1], A), where X\ denotes the Lebesgue measure. For each measure preserv-
ing action ’'v*(X, 1) we have an equivariant Borel map stab,: X — Sub(T")
given by stab,(x) = {y € ' | v-* 2 = z}. Hence if we let type(a) denote the

6
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pushforward of u through stab,, then type(a) € IRS(I"). In fact, it is shown
in [2] that all invariant random subgroups of I' arise in this way. Therefore
the study of invariant random subgroups is naturally connected to the study
of measure preserving actions.

The term “invariant random subgroup” was introduced in [2]. However,
the objects have been studied earlier and the paper [28] is usually considered
to be the first on the subject. Throughout the past decade many applications
and connections of invariant random subgroups to different areas have been
established.

There has also been an interest in studying the structure of the ergodic in-
variant random subgroups of different classes of groups. As the atomic ergodic
invariant random subgroups are exactly the ones induced by a subgroup with
only finitely many conjugates, the focus has been to determine the structure of
the non-atomic, ergodic invariant random subgroups. It turns out that some
groups have only a few, while others admit lots of them. Examples of the
first kind include SL,(Z) for n > 3, as discussed above. These groups have
no non-atomic, ergodic invariant random subgroups. By the results in [30],
[13| and [26], the same holds for certain inductive limits of finite alternating
groups, the simple Higman-Thompson groups and the groups PSL,,(k), where
k is an infinite field and m > 2, respectively. In the opposite direction, many
classes of groups have been proven to admit continuum many non-atomic, er-
godic invariant random subgroups. By the results in [17], [33], [3] and [§],
these classes include certain wreath products, the group of finitely supported
permutations of w, every weakly branch group and every group containing a
non-abelian free group as a normal subgroup, respectively.

Co-induction and invariant random subgroups

In this part of the thesis we develop a co-induction operation for invariant
random subgroups.

Classically, co-induction is an operation which transforms a measure pre-
serving action of a countable group into a measure preserving action of a bigger
countable group. To be more precise, let A(T", X, pt) denote the Polish space of
all measure preserving actions of a countable group I' on a non-atomic standard
probability space (X, ). Then co-induction is an operation

cind? : AT, X, p) — A(A, XB/T AT

for each pair of countable groups I' < A. Co-induction is a quite useful tool.
For example, the operation was one of the key ingredients in extending the

7
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result that o has continuum many free, ergodic, measure preserving and pair-
wise orbit inequivalent actions to the result that this holds for any countable
group containing a copy of Fo (see [18]). A few years later Epstein general-
ized the co-induction construction to pairs of countable groups I' and A that
have free measure preserving actions I'~*(X, ) and A~Y(X, u) such that
the induced orbit equivalence relations satisfy F, C Ej. This construction
together with the result of [16] allowed Epstein to prove that any countable
non-amenable group induces continuum many free, ergodic, measure preserv-
ing and pairwise orbit inequivalent actions (see [15]).

The objective here is to define an operation CINDA: TRS(I") — IRS(A)
such that the diagram

type
AD X, ) —25 IRS(A)
dnd?[ CINDA
AT, X, p) IRS(T)
type

commutes, for every pair of countable groups I' < A.

It turns out that the co-induction operation CINDA: IRS(I') — IRS(A)
provides an elemental method for constructing continuum many non-atomic,
weakly mixing invariant random subgroups of certain classes of countable
groups. For example, CINDFA(G) is weakly mixing for any 6 € IRS(I") when-
ever [A : T'] = co. Note that weakly mixing is the strongest mixing property
one can hope to achieve for a non-atomic invariant random subgroup. Indeed,
by the result in [31], if § € IRS(I") satisfies that the restriction of the conjugacy
action I'(Sub(I"), §) to any infinite subgroup of I' is ergodic, then there is a
finite normal subgroup A < I" such that #(Sub(A)) = 1.

We apply our co-induction operation to construct new examples of contin-
uum size families of non-atomic, weakly mixing invariant random subgroups
for the following classes of groups:

(1) All wreath products H! G, where G and H are countable groups with G
infinite and H non-trivial.

(2) All HNN extensions G = (H,t | (Vv € A) t~lat = ¢(a)), where H is
a countable group, A < H and ¢: A — H is an embedding such that

((AUp(A))) # H.
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(3) All free products with amalgamation G x4 H, where G and H are count-
able groups satisfying that A < G, H is a shared normal subgroup with
G/A non-trivial and H/A infinite.

We point out that for some of the aforementioned classes of groups, other
examples of such families are already known. In [17] they use a different
technique, involving what they call intersectional invariant random subgroups,
to construct such families for the groups in class (1) and for the non-abelian
free groups. In [8] they obtain such families for the groups contained in class
(3) by use of completely different techniques, including Pontryagin duality and
a deep result of Adian in combinatorial group theory. In contrast, our approach
is quite elemental.

In fact, in [8] it is shown that the non-abelian free groups admit contin-
uum many non-atomic, weakly mixing invariant random subgroups that are
moreover invariant under the action of the full automorphism group. Invariant
random subgroups that are invariant under the action of the full automorphism
group are called characteristic random subgroups. We will show how to use our
method, together with small cancellation theory, to obtain continuum many
non-atomic, characteristic random subgroups of Fy that are weakly mixing
with respect to the action of the full automorphism group.

The original motivation for this project came from a different problem.
Inspired by the classical notion for unitary representations, the notions of
weak containment and weak equivalence for measure preserving actions were
introduced in [20]. Roughly speaking, for a,b € A(I', X, ) we say that a is
weakly contained in b, and write a < b, if the action a can be approximated
by the action b. If a < b and b < a, we say that a and b are weakly equivalent.
We denote by A(T', X, 1) the set of weak equivalence classes and equip it with
the compact Polish topology introduced in [1].

It is known that the classical co-induction operation descends to a well-
defined operation

cindf: AT, X, p) — AT, X2/T, u&/T)

for countable groups I' < A. In [10] it was asked whether this operation is
continuous. We will answer this question negatively. More precisely, we show
that if I' < A are both amenable and the normal core of I' in A is non-trivial,
then the operation is continuous if and only if [A : I'] < co. Moreover, if
we remove the amenability assumption, we obtain that the operation is not
continuous if [A : I'] = oo. A negative answer to the continuity question
was simultaneously obtained via completely different methods in [4], where

9
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examples of two non-amenable groups I' < A, for which the operation is not
continuous and [A : '] = 2, are given.

Our method for obtaining these results relies heavily on the correspon-
dence between A(T', X, u) and IRS(T") for a countable group I'. The surjective
map type: A(T', X, u) — IRS(T) descends to a well-defined continuous map
type: A(T', X, u) — IRS(T"), which is moreover a homeomorphism when I is
amenable (see [32]). Using this, we can for pairs of countable groups I' < A
settle some questions concerning the continuity of c/igglé by considering the
continuity properties of CIND% instead.

Let us end this introduction by giving a brief overview of the content
contained in this part of the thesis.

Chapter 5. This preliminary chapter serves as an introduction to the
various notions and results that we need in the following chapters. In the
first section we introduce several notions related to measure preserving group
actions. Moreover, we will define the Polish space A(T', X, u) of all measure
preserving actions of a fixed countable group I' on a non-atomic standard
probability space (X, u). In the second section we will formally define the
relations of weak containment and weak equivalence of measure preserving
actions with the goal of obtaining the compact Polish space A(T, X, pu). In
the third and final section we will introduce the notion of an invariant random
subgroup. We will examine the natural compact Polish topology on IRS(T")
and establish the connection between A(T, X, u) and IRS(T). Finally, we will
discuss the notion of a characteristic random subgroup.

Chapter 6. The main goal of this chapter is to develop the co-induction
operation CINDZ: IRS(I') — IRS(A) for pairs of countable groups I' < A.
In the first section we will consider the classical co-induction operation for
measure preserving actions. We will give the definition and present various
properties of this operation that will become useful in the following. In the
second section we will obtain the co-induction operation for invariant random
subgroups. The third section is devoted to the study of continuity properties of
both ciAn/dﬁ and CIND{. In the fourth and final section we investigate various
properties of the co-induced invariant random subgroups. We will focus on
the case where [A : T'| = co. In this case, the co-induced invariant random
subgroups will always be weakly mixing and we can characterize when they will
be non-atomic. As a by-product, we also obtain a complete characterization
of when a co-induced measure preserving action is free.

Chapter 7. In this chapter we will apply the co-induction operation on
invariant random subgroups to construct continuum size families consisting of
non-atomic, weakly mixing invariant random subgroups for the three classes
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Introduction

of groups described above. In the first section we isolate a sufficient criterion
for a pair of countable groups I' < A that allows us to use our co-induction
operation to construct such families for A. In the second section we apply
this criterion to construct examples of these families for the types of wreath
products and HNN extensions described in (1) and (2), respectively. In the
third and fourth section we will apply the co-induction operation to construct
such families for the non-abelian free groups and more generally for the class
of free products with normal amalgamation described in (3) above.

Chapter 8. In this chapter we will use our co-induction operation together
with small cancellation theory to construct a continuum size family of non-
atomic characteristic random subgroups of Fo that are weakly mixing with
respect to the action of Aut(Fs). In the first section we will briefly introduce
the small cancellation theory needed for our purposes. We also prove the main
result of this chapter, which will be the main ingredient in the construction of
the aforementioned family. The construction is done in the second section.

Chapter 9. This chapter contains a discussion of some questions related
to the subject of this part of the thesis. In the first section we will examine the
question of which groups do admit a continuum sized family of non-atomic, er-
godic invariant random subgroups. We will also discuss another operation from
IRS(T") to IRS(A) that one can define for pairs of countable groups I' < A,
and how it might be used to come up with new examples of groups with these
continuum size families. In the second section we will consider the multiplica-
tion operation on A(T", X, u) and discuss its continuity properties for different
countable groups I'. Continuity of this operation is closely related to conti-
nuity of the co-induction operation cind&: A(T, X, u) — A(T, X2/T A/ in
the case where I' < A with [A : I'] < oo, and in this case we have not yet
completely settled when the co-induction operation is continuous.
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Part 1

Cantor-Bendixson type ranks

This part constitutes an amended version of the paper

Vibeke Quorning. Cantor-Bendixson type ranks. Preprint, 2018.
arXiv:1806.03206

Parts of the article have been altered and rewritten to fit the format of the
thesis. In particular, more preliminary theory has been added, some comments
and explanations have been expanded and Chapter 4 is new.
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Chapter 1

Studying co-analytic sets

In this part of the thesis we will study the Effros Borel space F/(X) consisting
of all closed subsets of a Polish space X, and the co-analytic subset Fy,(X)
consisting of the countable closed subsets. We will in this preliminary chapter
introduce the various notions and basic results needed for the rest of this part
of the thesis.

In the first section we will briefly summarize the standard results and no-
tions related to Polish spaces, Polish metric spaces and standard Borel spaces,
which we assume the reader to be familiar with throughout the rest of this
thesis. This includes a short introduction to the Effros Borel space F/(X) of a
Polish space X. In the second section we will introduce a very important com-
binatorial tool in descriptive set theory, namely the descriptive set-theoretic
trees. These trees are closely related to the closed subsets of certain product
spaces. We will in the next chapter generalize the concept of trees and use the
generalization in our study of F'(X) for a general Polish space X. In the third
section we define the analytic and co-analytic sets. We will provide examples
and state various properties of these classes of sets. In particular, we will see
that Fy,(X) is a co-analytic subset of F'(X) for any Polish space X. We will
also see that it is not Borel when X is uncountable. The fourth section con-
cerns ranks and in particular the co-analytic ranks. As we will see, these are
important tools in the study of co-analytic sets. In the fifth and final section
we will discuss a particular rank, namely the Cantor-Bendixson rank, which
plays a huge role in this part of the thesis. In particular, we will show that
the Cantor-Bendixson rank is a co-analytic rank on Fy,(X) if and only if X is
o-compact.

A more thorough introduction to these subjects, and proofs of most results
contained in this chapter, can be found in [19].
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1. Studying co-analytic sets

1.1 Polish spaces

In this section we will review the basic notions and properties concerning Polish
spaces, Polish metric spaces and standard Borel spaces that we will need later
on.

Definition 1.1.1. A Polish space is a completely metrizable separable topo-
logical space.

Clearly, all countable discrete topological spaces are Polish. Moreover, any
countable product of Polish spaces is Polish in the product topology. In par-
ticular, the space w*, where w = {0, 1,2, ...} is considered as a discrete Polish
space, is Polish in the product topology. We also have that a subspace of a
Polish space is Polish if and only if it is a countable intersection of open sets
(see [19, Theorem 3.11]). Such a subset is said to be Gj.

A subspace of a Polish space X is called perfect in X if it is closed and does
not contain any isolated points. Note that if such a set is non-empty, then it
is uncountable.

Theorem 1.1.2 (Cantor-Bendixson). Let X be a Polish space. Then there is
a unique perfect subset P C X such that X \ P is countable.

For a proof of this theorem, the reader is referred to |19, Theorem 6.4|. The
proof shows that P consists of the points in X for which every neighbourhood
is uncountable. In particular, X \ P is the union of all countable open sets.
Thus we obtain that a Polish space X decomposes uniquely as X = P U C,
where P is perfect in X and C' is countable and open. Moreover, any perfect
subset Py in X will satisfy Py C P.

Definition 1.1.3. Let X be Polish. The perfect subset P C X such that
X \ P is countable is called the perfect kernel of X.

Note that a Polish space is countable if and only if the perfect kernel is
empty.

A Polish space is called o-compact if it is a countable union of compact
subsets. All discrete Polish spaces are o-compact. A key example of a Polish
space that is not og-compact is w*. In fact, it turns out that having w* as a
closed subset is the only obstruction for a Polish space to be o-compact. A
proof of the following theorem can be found in [19, Theorem 7.10].
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1.1. Polish spaces

Theorem 1.1.4 (Hurewicz). Let X be a Polish space. Then X is not o-
compact if and only if X contains a closed subspace homeomorphic to w”.

In many cases, the theorem above allows us to pass to w* when working
with Polish spaces that are not o-compact. We will see several examples of this.

Sometimes we are interested in fixing a specific complete compatible metric
on a Polish space.

Definition 1.1.5. A Polish metric space is a Polish space equipped with a
complete compatible metric.

It is easily seen that if (X, d) is a Polish metric space and Y C X, then
(Y,d}y) is a Polish metric space if and only if Y is closed.

Next let (X,d) and (Y,6) be Polish metric spaces. A map f: X — Y is
called isometric if 5(f(x), f(y)) = d(x,y) for all z,y € X. If f is also bijective,
we say that f is an isometry and call (X,d) and (Y, d) isomorphic. Clearly,
any isometric map is injective and we will therefore also call such a map an
isometric embedding.

We have the following example of a Polish metric space which is universal
in the sense that any Polish metric space is isomorphic to a closed subspace.

Example 1.1.6 (Urysohn’s universal metric space). An Urysohn space is a
Polish metric space (X,d) that satisfies the following extension property: If
(A,9) is a finite metric space, Ag C A and f: Ay — X is an isometric embed-
ding, then there is an isometric embedding f: A — X such that f(a) = f(a)
for all @ € Agp. A construction of an Urysohn space, as well as proofs of the
next couple of statements, can be found in [25|. By using a back-and-forth ar-
gument to construct an isometry between countable dense subsets, we obtain
that any two Urysohn spaces are isomorphic. Moreover, we can use the exten-
sion property of an Urysohn space to construct an isometric embedding of any
Polish metric space. We will denote by (U,dy) the unique (up to isometry)
Urysohn space.

From now on we will for a Polish metric space (X,d), z € X and r > 0
denote by Bg(x,7) and By(z, ) the open and closed ball around z with radius
r with respect to d.

Instead of fixing a metric on a Polish space and thereby ensuring more
structure, we can also go in the other direction and ignore some information.
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1. Studying co-analytic sets

Definition 1.1.7. A standard Borel space is a measurable space (X,8) for
which there is some Polish topology on X such that § is the corresponding
Borel o-algebra. The sets in § are called Borel.

In other words, a standard Borel space is a Polish space equipped with its
Borel og-algebra, where one ignores the underlying topology. We will usually
suppress the g-algebra and denote a standard Borel space by X.

We are often only interested in the properties of subsets of Polish spaces
that can be completely determined by the Borel structure. In such cases, and
especially if there is a nice and simple description of the Borel structure, it is
useful to consider a Polish space as a standard Borel space instead.

Given a standard Borel space X, there is no way to recover a specific un-
derlying Polish topology. In fact, if B C X is Borel, then there is a Polish
topology on X that induces the Borel structure and in which B is clopen, i.e.,
closed and open (see [19, Theorem 13.1]). Note that this also implies that if
(X,8) is a standard Borel space and B € 8, then (B, §p) is a standard Borel
space.

Let X,Y be standard Borel spaces. A map f: X — Y is said to be Borel
if f~1(B) is Borel in X for any B C Y Borel. We say that f is a Borel
isomorphism if f is bijective and both f and f~! are Borel. In general, a map
f: X — Y is Borel if and only if graph(f) C X x Y is Borel (see [19, Theorem
12.14]). Thus any bijective Borel map is a Borel isomorphism. It turns out,
as the following theorem states, that there is only one uncountable standard

Borel space up to Borel isomorphism. A proof can be found in [19, Theorem
15.6].

Theorem 1.1.8. Let X, Y be uncountable standard Borel spaces. Then there
exists a Borel isomorphism f: X — Y.

Even though all uncountable standard Borel spaces are isomorphic, they
appear naturally in many situations. One of the most important examples is
the following.

Example 1.1.9 (The Effros Borel space). Let X be a Polish space and let
F(X) denote the set of all closed subsets of X. We equip F'(X) with the Borel
structure generated by the sets

{FeF(X)|FnU# 0},

where U C X varies over all open subsets. This turns F(X) into a standard
Borel space (see [19, Theorem 12.6]). The space F(X) is called the Effros
Borel space of X.
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1.2. Trees and closed sets

Note that the Effros Borel space F(U), where U is the Urysohn space,
is a neat parametrization of all Polish (metric) spaces. It provides a useful
framework for studying definable subclasses of these spaces.

Remark 1.1.10. In the case where X is compact, there is a natural Polish
topology on F(X) which induces the Borel structure, namely the Vietoris
topology. A subbasis for this topology is given by the collection of sets

{FEFX)|FCU} and {FeF(X)|FnU# 0},
where U varies over all open subsets of X (see [19, Theorem 4.26]).

The Borel structure on F'(X) is not always intuitive, as even simple op-
erations need not be Borel. For example, the map (Fp, Fy) — Fy N Fy from
F(X)x F(X) to F(X) is not in general Borel (see [19, Theorem 27.6]). How-
ever, a handy property of the Borel structure is the following selection theorem,
for which a proof can be found in [19, Theorem 12.13].

Theorem 1.1.11 (Kuratowski-Ryll-Nardzewski). Let X be Polish. There is
a sequence of Borel functions dy: F(X) — X for n € N such that for each
F e F(X)\ {0} the set

{dno(F)|neN}CF

15 dense.

This means that we can choose a dense subset of every non-empty F €
F(X) in a Borel manner.

1.2 Trees and closed sets

In this section we will introduce a very important tool in descriptive set theory,
namely descriptive set-theoretic trees. As we will see, these trees are closely
related to the closed subsets of certain product spaces and they allow us to
study the closed subsets of such spaces in a combinatorial manner.

To define these set-theoretic trees, we need to fix some terminology. Let A
be a non-empty and countable set. We will mainly be interested in the case
where A = w or A = {0, 1}, and we will use the notation 2 = {0,1}. For all
n € w and any sequence s € A", we use the enumeration s = (sg,81...,8p-1)-
Moreover, we use A° to denote the set {()} and call () the empty sequence. We
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1. Studying co-analytic sets

also let a™ denote the constant sequence (a,a,...,a) € A" for any a € A and
n € w. Now consider the set

AW — U A"
new
consisting of all finite sequences with elements in A. For any s € A<¥, we let

In(s) denote the length of s, hence In(s) = n if and only if s € A™. If s € A%
and m < In(s), the restriction s|m is given by

slm = (S0, 81,y Sm—1)-

For sequences s,t € A< we say that s is an inilial segment of t, and write
s C t, if there is m < In(t) such that ¢t|m = s. If s,t € A< and s C t or
t C s, we say that s and t are compatible. Otherwise we say that s and t
are incompatible and write s L t. We can also counsider the concatenation of
s,t € A<¥ which is defined to be the sequence

st = (30,81, ey Sn—1,t0, 815 .- ;tm—1>7

where s = (89,81,...,8,-1) and ¢t = (to,t1,...,tm—1). We write s”a instead
of s7(a) if s € A<% and a € A.

Definition 1.2.1. A tree on a non-empty countable set A is a subset T C A<¥
such that if t € A<%, s € T and t C s, then t € T. A tree T on A is said to be
pruned if for any s € T there is a € A such that s"a € T.

We denote by Tree(A) and PTree(A) the set of trees on A and the set of
pruned trees on A, respectively.

Next let A be a non-empty countable set and consider the product space
A% which consist of all the infinite sequences with elements in A. In particular,
for each a € A we have ¢* = (a,a,a,...) € A¥. If z € AY and m € w we
define the restriction x|m to be

xlm = (zo, T1,. .., Tim—1).

For x € A¥ and s € A% we say that s is an initial segment of x, and write
s C x, if there is m € w such that s = x|m. We also define the concatenation
of s with z to be the element s~x € A“ given by s~z (i) = s(¢) if i < In(s) and
s"x(i) = z(i —In(s)) if ¢ > In(s).

Now equip A with the discrete topology and A“ with the induced product
topology. Then A“ is Polish and the collection of sets

Ny ={zx € A¥ | s C z},
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1.2. Trees and closed sets

where s € A<“ constitutes a basis of clopen sets for the topology. Note that
s C tif and only if N; C Ny, and s L t if and only if Ny N N; = 0 for any
s,t € AS¥. There is also a natural complete compatible ultra-metric d4» on
AY given by
3-1.g-min{n€wlz(m)#y(n)} if 5 £y
dae(x,y) = { .

0 if z=y

Recall that if d is a metric on a set X, then d is said to be an ultra-metric if
d(z,y) < max{d(x, z),d(y,z)} for all x,y,z € X. In this case, if y € By(x,r)
for some x,y € X and r > 0, then By(z,r) = By(y,r). In other words, every
point in a ball is a center of the ball. For the metric d 4~ defined above, note
that we have

BdAw (wv 2_n_1> = EdAW (x> 2_n_1) = Nac|n

for any z € A¥ and n € w.
We have the following correspondence between the closed subsets of A¥
and the pruned trees on A.

Proposition 1.2.2. Let A be a non-empty countable set. The map T — [T]
from PTree(A) to F(A¥), where

[T]={zecAY| (Vnew)zneT}
for all T € PTree(A), is a bijection. The inverse is the map F — Tr, where
Tp={s€ A~ | N,NF #0}
for any closed F € F(AY).
Proof. For T' € PTree(A) and s € A< we have
s€Tip < NN[T]#0 < seT.
Moreover, for F' € F(A“) and x € A“ it holds that
ze[lp] <= (Vne€w) Ny, NF#) < xzcF.

We can therefore conclude that the map 7" — [T] from PTree(A) to FI(A¥) is
bijective with inverse F' — T, as wanted. O

We may view each T' € Tree(A) as an element in the Polish space 2(4~%)

via its characteristic function. It is straightforward to check that with this
identification Tree(A) is a closed subset and PTree(A) is Gs. Thus both spaces
are Polish in the subspace topology. From now on we will always view these
sets as Polish spaces equipped with this topology.
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1. Studying co-analytic sets

Remark 1.2.3. The map T~ [T] from PTree(A) to F(A) given in Proposi-
tion 1.2.2 is a Borel isomorphism. Indeed, we have [T] N N # 0 if and only if
s € T for any T € PTree(A) and s € A<Y.

Many properties of the closed sets can be translated to properties of the
corresponding pruned trees.

Definition 1.2.4. A tree T on a non-empty countable set A is called perfect
if for any s € T there are u,v € T such that s C u,v and u L v.

Any perfect tree is pruned. Moreover, the following result characterizes
the perfect (closed) subsets via their induced trees.

Proposition 1.2.5. Let A be a non-empty countable set and F € F(AY).
Then F' is perfect if and only if Tr is perfect.

Proof. Assume first that F' is perfect and let s € Tr. Then there are x,y €
Ng N F with  # y and hence there must be u,v € Tr such that s C u,v and
u 1 v. Conversely, assume that T is perfect and let s € Tr. It suffices to
prove that there are x,y € Ny N F with x # y. Since Tr is perfect, there are
u,v € Tr such that s C u,v and u 1L v. Now, since T is pruned, this implies
that there must be x,y € Ny N F with z # y, as wanted. O

We also want to mention the following two easily obtained results concern-
ing compactness. Below we say that a tree 7' on a non-empty countable set
A is finitely splitting if for every s € T there are at most finitely many a € A
such that s"a € T.

Proposition 1.2.6. Lel A be a non-empty countable set and F € F(A¥).
Then F is compact if and only if Tr is finitely splitting.

Proposition 1.2.7 (Konig’s Lemma). Let T be a finitely splitting tree on a
non-empty countable set A. Then [T] # 0 if and only if T is infinite.

In the next section, we will be interested in closed subsets of A% x B“ for
some non-empty countable sets A and B. In this case, we still have a con-
venient correspondence between these closed subsets and the pruned trees on
A x B. Indeed, we can identify A¥ x B“ with (A x B)“ and hence, by Propo-
sition 1.2.2, the closed subsets of A% x B“ correspond to the pruned trees on
A x B. In the following we will consider any tree 7" on A x B as a subset of
ASY x B<¥ where (s,t) € T implies In(s) = In(¢), instead of as a subset of
(A x B)<“.

22



1.8. Analytic and co-analytic sets

Later on, we will also use subsets of the finite sequences as index sets in
our constructions and proofs. Let A be a non-empty countable set. For k € w
we let

AF =] A" and AP =[] 47,
n<k n<k
i.e., the sets of finite sequences of length at most k& and of length less than k,
respectively.

1.3 Analytic and co-analytic sets

In this section we introduce the classes of analytic and co-analytic sets. We
will see different examples and various properties of these classes of sets.

Definition 1.3.1. Let X be Polish. A subset A C X is called analytic if there
is a Polish space Y and a continuous map f: Y — X such that f(Y) = A. We
denote by X1 the class of all analytic sets.

The theorem below ensures that any analytic set is a continuous image of
w“. A proof can be found in [19, Theorem 7.9].

Theorem 1.3.2. Let X be a Polish space. There is a continuous surjection
fro¥ — X.

Clearly, the class of analytic sets is closed under continuous images. It
is also closed under countable unions and countable intersections (see [19,
Proposition 14.4]). This in particular implies that all Borel sets are analytic.
The next theorem states that, for an uncountable Polish space, the family of
analytic subsets is strictly larger than the family of Borel subsets. For a proof
consult [19, Theorem 14.2].

Theorem 1.3.3 (Souslin). Let X be an uncountable Polish space. There exists
an analytic subset A C X that is not Borel.

We also have the following result stating that Borel images and pre-images
of analytic sets are analytic. A proof can be found in [19, Proposition 14.4].

Proposition 1.3.4. Let X, Y be Polish and f: X — Y Borel. If AC X and
B CY are both analytic, then f(A) and f~1(B) are both analytic.

The proposition above ensures that the analytic sets can be characterized
as Borel images of Borel sets. It is therefore natural to say that a subset of
a standard Borel space is analytic if it is analytic with respect to some (or
equivalently any) Polish topology on X that induces the Borel structure. Note
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1. Studying co-analytic sets

that if X is a standard Borel space, then A C X is analytic if and only if there
is a standard Borel space Y and a Borel map f: Y — X such that f(Y) = A.

Definition 1.3.5. Let X be a Polish space. A subset A C X is called co-
analytic if X \ A is analytic. We denote by II} the class of all co-analytic
sets.

We will also call a subset of a standard Borel space co-analytic if the com-
plement is analytic. Note that it follows directly from the analogous results
for analytic sets that the class of co-analytic sets is closed under countable
unions, countable intersections and Borel pre-images. Moreover, the class of
co-analytic sets includes the Borel sets as well. In fact, by the following theo-
rem, the Borel sets are exactly the sets that are both analytic and co-analytic.
A proof can be found in [19, Theorem 14.11].

Theorem 1.3.6 (Souslin’s Theorem). Let X be a Polish space and B C X.
Then B is Borel if and only if B is both analytic and co-analytic.

It is the following example of a co-analytic set that we are going to study
in this part of the thesis.

Example 1.3.7. Let X be a Polish space and fix a countable basis (U,,),, for
the topology on X. Consider the Effros Borel space F'(X) and the subset

Fy,(X)={F € F(X) | F is countable} .
We will argue that Fy,(X) is co-analytic by arguing that the complement
F(X)\ Fy,(X) ={F € F(X) | F is uncountable}

is analytic. Note that, by Theorem 1.1.2, we have F' € F(X) is uncountable if
and only if there is P € F(X) such that P C F and P is non-empty perfect.
Moreover, the sets

{(F,P) € F(X)x F(X)| P C F}

and
{(F,P) € F(X) x F(X) | P is non-empty and perfect}

are both Borel. Indeed, the first set is Borel since P C F' if and only if for
all n € w we have PNU, =0 or FNU, # (. The second set is Borel since
P € F(X) is perfect if and only if for all n € w either U, N F = () or there is
i,j € wsuch that U;,U; C U,, U;NU; =0, U; NP # 0 and U; NP # 0. So
F(X)\ Fy,(X) is analytic, being the projection of the intersection of the sets
above. Hence we conclude that Fy,(X) is co-analytic, as wanted.
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Next we will give another example of an analytic and a co-analytic set.
These examples are very important in the general study of these classes of
sets, as we will see afterwards.

Example 1.3.8. Recall that Tree(w) denotes the Polish space of all trees on
w. Consider the subsets WF and IF of Tree(w) given by

WF = {T € Tree(w) | [T] =0} and IF ={T € Tree(w) | [T] # 0}.

A tree T € WF is called well-founded and a tree T € IF is called ill-founded.
Note that

IF = Pr0jrree(w) (ﬂ {(T,z) € Tree(w) x w“ | z|n € T})
new

and

{(T,z) € Tree(w) x w” | zln € T} = U ({T € Tree(w) | s € T} x Ng)

sewn

is open for all n € w. Hence we conclude that IF is analytic and therefore also
that WF is co-analytic.

Definition 1.3.9. Let X be a standard Borel space and A C X. We say that
A is i-complete (resp. II}-complete) if A is analytic (resp. co-analytic) and
for any standard Borel space Y and analytic (resp. co-analytic) B C Y we
have a Borel map f:Y — X such that f~(A4) = B.

Note that any 2%—complete or H%—complete set can be thought of as a
maximally complicated set within its class. Indeed, if we are in the setting of
Definition 1.3.9, then

x € B < f(x) € A.

Thus the problem of deciding whether z € B reduces to deciding whether
f(z) € A.

We should also point out that, by Theoren 1.3.3, a Xi-complete or ITi-
complete set cannot be Borel.

The goal for the rest of this section is to prove that IF is Ei—complete and
hence also that WF is IT}-complete. Note that, by Theorem 1.1.8, it is enough
to ensure that Definition 1.3.9 holds for Y = w*, and so the analytic subsets
of w¥ play a crucial role. We are therefore very interested in the following
characterization of analytic subsets and in particular the remark following it.

25



1. Studying co-analytic sets

Proposition 1.3.10. Let X be Polish and A C X. Then A is analytic if and
only if there is closed F C X x w* such that A = Projx(F).

Proof. The left implication is clearly true. To prove the right implication,
assume that A is analytic. Fix a continuous map f: w* — X such that
f(w*) = A. Then the closed set

F={(z,y) e X xw” |z = [f(y)}
satisfies Projy (F') = A. O

Remark 1.3.11. If A C w* is analytic, then the previous proposition and
Proposition 1.2.2 ensure that there exists a pruned tree T' on w X w such that
A = Projw([T]). Thus, when working with analytic subsets of w*, we can
apply the combinatorial tools of trees.

Using this remark, we can prove the following theorem.
Theorem 1.3.12. The set IF is £1-complete and the set WF is IIi -complete.

Proof. Tt suffices to prove that IF is Xi-complete. Let A C w® be analytic.
Then there is a pruned tree T on w X w such that

A = Proj . ([T]).
Now for each x € w¥ let
T(z) = {s € w= | (z|In(s),s) € T} .

Note that T'(x) € Tree(w) for all z € w* and let f: w* — Tree(w) be given by
f(x) =T(x). Tt is easily seen that f is continuous, as

1S € Tree(w) | s € S}) = {x cw” | s € T(x)}

= U N;.

tewn(s) (¢,5)eT
Hence, since € A if and only if T(z) € IF, we conclude that IF is 31i-
complete. 0
1.4 Co-analytic ranks

We will here introduce the notion of a co-analytic rank, which is a very im-
portant tool in the study of co-analytic sets. They can, for example, be used
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to settle whether a given co-analytic set is Borel.

Let ORD denote the class of ordinals and let wy € ORD denote the first
uncountable ordinal. A rank on a set S is a map ¢: S — ORD. We let
a, = sup{p(x) | z € S} and if p(S) = a,, the rank is called regular. Each
rank ¢: S — ORD induces a prewellordering <, on S given by

r<,y = o) < o(y).

For the class of co-analytic sets certain ranks are of special interest, as these
ensure that this prewellordering has nice definability properties.

Definition 1.4.1. Let X be a Polish space and A C X a co-analytic set.
A rank p: A — ORD is said to be co-analytic if there exist binary relations
Rg%,Rfﬁ C X x X such that Rg% is co-analytic, R?ﬁ is analytic and for any
y € A we have

1! !
TR,y <= xRSy <= (€ A)N(z <, y)
for all z € X.

In other words, a rank is co-analytic if the induced prewellordering on A
extends to both an analytic and a co-analytic relation on X, which preserve
the initial segments of A. This implies in particular that for each o < a, we

have
A ={z e Al p(z) <a}

is Borel in X. Indeed, since ¢ is a co-analytic rank, we have that A& is both
analytic and co-analytic. Hence, by Theorem 1.3.6, we obtain that A& is Borel.

Remark 1.4.2. Let A be co-analytic subset of a Polish space X and let
1 1

¢: A — ORD be a rank. If there exist analytic relations REI,QEI CXxX

such that for any y € A we have

1 1
mely — (e A)A(x<,y) and xQ?ly = (e A)A(x<,v)
1
for all x € X, then ¢ is co-analytic. Indeed, define Rgl C X x X by
1 1

:BRgly — r€AN ﬁ(nylx)

for all z,y € X. Then RE}‘ is co-analytic and for y € A we have
I—Il

2Ry <= (€ A)A(z <y,y)

for any z € X.

27



1. Studying co-analytic sets

The main interest in these co-analytic ranks comes from the Boundedness
Theorem for co-analytic ranks. A proof can be found in [19, Theorem 35.23].

Theorem 1.4.3 (The Boundedness Theorem). Let X be Polish, A C X a
co-analytic set and p: A — wy a co-analytic rank. Then the following hold:

(1) A is Borel if and only if o, < wi.
(2) If B C A is analytic, then sup {¢(x) | x € B} < wy.

Remark 1.4.4. Tt follows directly from this theorem that if ¢, : A — wy are
both co-analytic ranks, then there exists f: w; — w; such that p(x) < f(¢(x))
for all z € A. Indeed, put

fla) =sup{p(z) | ¢(z) < o}
for all o < wy.

Note that the remark above ensures that if ¢,¢¥: A — w; are both co-
analytic ranks on a co-analytic set A, then

sup{p(z) |z € C} <wi <= sup{Y(z) |z € C} <w
for any subset C' C A. We call a subset B C A bounded if
sup{¢(z) |z € B} <w;

for some (or equivalently any) co-analytic rank ¢: A — w;. It is straightfor-
ward to check that the collection of bounded subsets of A forms a o-ideal.

Definition 1.4.5. Let A be a co-analytic set and I some index set. Moreover,
let v, ¢, ;1 A — wi be co-analytic ranks for each ¢ € 1.

(1) If f: w1 — wy satisfies p(x) < f(¢(x)) for all z € A, we say that ¢ is
bounded by v via f.

(2) If there is a function f: w; — wy such that ¢;(x) < f(yY(x)) forallz € A
and all ¢ € I, we say that the family (p;)icr is uniformly bounded by ¢
via f.

Next we will show that any co-analytic set admits a co-analytic rank into
wi. To do so, we will first argue that it is enough to show that a II}-complete
set admits such a rank.
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1.4. Co-analytic ranks

Proposition 1.4.6. Let X and Y be Polish spaces. Assume that A C X and
B C Y are co-analytic and that f: X — Y is Borel with f~'(B) = A. If
¢: B — wy is a co-analytic rank, then 1p: A — wy given by () = ¢(f(x)) is
a co-analytic rank.

m ,x! Il . . =1
Proof. Assume that R,', R,' CY x Y are such that R," is co-analytic, Ry

is analytic and for any y € B we have
1T} >
TR,y <= xRy <= (x € B)A(z <, y)
m =i .
forall z € Y. Let R;', R" € X X X be given by
11} 11} =1 =1
R,y < [f(x)R,'f(y) and zR)'y < f(z)R,"f(y)

1 1
for all z,y € X. Then R}Zl is co-analytic and Rfl is analytic. Moreover, if
y € A, then

1 1
ngly = xRily = (zeA)N(z<,y)
for all z € X. O

We are now ready to prove that any co-analytic set admits a co-analytic
rank into wi.

Theorem 1.4.7. Let X be Polish and A C X a co-analytic set. There exists
a co-analytic rank ¢: A — wy.

Proof. It suffices to prove that some ITi-complete set admits a co-analytic
rank. We will here use the set of well-founded trees WF considered in Example
1.3.8.

Define the rank p: WF — w; by

p(T) = sup{pr(s) +1|s €T},

where pp: T — w; is defined recursively such that pp(s) = 0if s € T is
terminal, i.e., has no extension within 7', and

pr(s) = sup {pT(s“a) +1llacwand s ac T}

if s € T is not terminal. To prove that p is co-analytic, we will define analytic
relations Rfi, in C Tree(w) x Tree(w) as in Remark 1.4.2.

Let S, T € Tree(w). An element f € (w<¢)*~" is called a strictly monotone
map from S to T if for all s,t € S wehave f(s) € Tands Ct = f(s) C f(t).
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1. Studying co-analytic sets

Claim: Let S,T € Tree(w) be such that T € WF. Then there is a strictly
monotone map from S to 7" if and only if S € WF and p(S) < p(T).

Proof of Claim: For the right implication, assume that f € (w<¢)*~" is a
strictly monotone map from S to 7. Then it is easy to see that S € WF.
Moreover, an easy induction argument shows that pg(s) < pr(f(s)) for any
s € S, and hence we obtain that p(S) < p(T).

For the left implication, assume that S € WF and that p(S) < p(T).
We will now recursively construct a strictly monotone map f € (w<‘*’)“’<w
from S to T such that for any s € S we have pg(s) < pr(f(s)). First, let
f(@®) = 0 and f(u) = 0 for any u ¢ S. Now assume that we have defined
f(s) € T such that pg(s) < pr(f(s)) for some s € S. Then if a € w such that
s"a € S, we let f(s"a) = f(s)"b for some b € w such that f(s)”b € T and

ps(s”a) < pr(f(s)”b). Note that such b exists since ps(s) < pr(f(s)). o

1 1
Now define R;h C Tree(w) x Tree(w) by S’szlT if and only if there is a
strictly monotone map from S to T'. It follows directly from the claim that if
T € WF, then

SRIT < SeWFAS<,T

for any S € Tree(w). Moreover, the sets

N {(£.5.7) € @)™ x Tree(w)? | s ¢ SV f(s) € T}

SEWSW

and

M {(FS.7) € @)™ x Tree(w)? | s ¢ SVE ¢ SV f(s) S f(1)}

(s,t)eC

where C' = {(s,t) € (w<¥)? | s C t}, are both Borel. Thus, as RE% is the
projection of the intersection of these sets, we conclude that RE% is analytic.

Next note that if S,7 € Tree(w) and 7' € WF, then we have S € WF and
p(S) < p(T) if and only if there is a strictly monotone map f € (w<«)<~"
from S to T such that f(0) # 0. Indeed, if S € WF and p(S) < p(T) there is
t € T\ {0} such that ps(0) < pr(t). So, in the recursive definition in the proof
of the claim, we simply let f(0)) = ¢ and then continue as before. Conversely,
if there is such f € (w<¢)*~, then we have pg(0) < pr(f(0)) < pr(0). Thus
p(S) < p(T).

Finally, define QE% C Tree(w) x Tree(w) by SQE%T if and only if there
is a strictly monotone map f € (w<¥)¥~" from S to T such that f(0) # 0.
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1
We have, by similar arguments as before, that Qfl is analytic. Moreover if
T € WF, then
1
SQY'T < SeWFAS<,T

for any S € Tree(w). O

Note that the proof of Theorem 1.4.7 does not provide a concrete co-
analytic rank ¢: A — wy for a given co-analytic subset A of a Polish space X.
However, one way to obtain an explicit co-analytic rank from the proof above
is to determine a specific Borel map f: X — Tree(w) such that f~1(WF) = A.

1.5 The Cantor-Bendixson rank

In this section we will examine the Cantor-Bendixson rank, which is a natu-
ral rank to consider on F(X) for a Polish space X. We will see that it is a
co-analytic rank on Fy,(X) if and only if X is o-compact. Finally, we will
consider a related rank that one can associate to the trees on w and then show
how one uses the correspondence between F'(w*) and Tree(w) to obtain a co-
analytic rank on Fy,(w®).

First we will discuss a general way to obtain explicit ranks on F(X) for
a Polish space X that are co-analytic when restricted to certain co-analytic
subsets of F(X).

Let X be Polish. A derivative on F(X) is a map D: F(X) — F(X)
satisfying D(F') C F and Fy C Fy = D(Fp) C D(F) for all F, Fy, Fy €
F(X). Whenever we have such a derivative, we define the iterated derivatives
of F € F(X) as follows:

DYF)=F, D“*Y(F)=D(D*F)) and DMF)=[]DF),
B<A

where a, A € ORD and A is a limit ordinal. The least « € ORD satisfying
D(F) = D*T1(F) is denoted by |F|p. Moreover, we let D>(F) = DIFlp (F).
Note that we obtain an induced rank F' +— |F|p from F(X) to ORD.

Next we will see an example of a rank that is obtained this way and will
become useful in Section 3.2.

Example 1.5.1. Let X be a Polish space and let K(X) denote the set of all
compact subsets of X. Fix a countable basis (Up,), for X and consider the
map Dg: F(X) — F(X) given by

Dg(F)={zeF|(Vnew)z¢U,VU,NF € K(X)}.
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1. Studying co-analytic sets

Note that Dk does not depend on the chosen basis. Furthermore, D removes
the points in F' that have a pre-compact neighbourhood in F'. So we must have
|F|p, < wi for all F € F(X). Moreover, D¥(F) = ( if and only if F is o-
compact. Hence the rank F' — |F|p, from F(X) to w; measures how far from
locally compact a o-compact closed subset is.

Later, we will use the following notation. For any Polish space X and
a < wi, we let Xo = DY (X) and | X|g = |X|p,. Then X is o-compact if and
only if X|x|, = 0.

The theorem below provides a sufficient criterion for when a rank induced
by a Borel derivative is co-analytic on a certain co-analytic subset. For a proof
see [19, Theorem 34.10].

Theorem 1.5.2. Let X be a o-compact Polish space. Assume D: F(X) —
F(X) is a Borel derivative. Then

Qp ={F € F(X) | D*(F) = 0}

is a co-analytic set and the rank op: Qp — ORD given by ¢p(F) = |F|p is
co-analytic.

Let us now consider a very important application of Theorem 1.5.2. In the
example below, we will for a Polish space X introduce the Cantor-Bendixson
rank on F(X) and use the aforementioned theorem to prove that it is co-
analytic on Fy,(X) when X is o-compact.

Example 1.5.3 (The Cantor-Bendixson rank). Let X be a Polish space and
consider the derivative Dcp: F(X) — F(X) given by

Dcp(F) = {x € F'| = is not isolated in F'}.

Note that |F|p.; < wi for any F € F(X), since X has a countable basis.
Moreover, D@3 (F') must be the perfect kernel of F' and hence

DEg(F) =0 <= F € Fy,(X)

for any F € F(X). To see that Dcp is Borel, fix by Theorem 1.1.11 a Borel
map dp,: F(X) — X for each n € w such that

{dn(F) | n€w} CF

is dense for all F' € F(X)\ {0}. Furthermore, let (U,), be a countable basis
for X. Then for any open U C X, we have Dog(F) NU = () if and only if
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1.5. The Cantor-Bendizson rank

either F = () or for all n € w there exists m € w such that for all &k € w we
have

dn(F) ¢ UV (dn(F) € Up A (dn(F) = dp(F) V di(F) ¢ Up)).

Therefore we conclude that D¢cp is Borel and hence it follows by Theorem 1.5.2
that F'— |F|pg, from Fy,(X) to wy is co-analytic when X is o-compact.

To ease the notation, we will from now on for any F' € F(X) and o < wy
let F* = Dy (F) and |F|cB = |F|pgyp-

Remark 1.5.4. Let X and Y be Polish spaces. If Fy € F(X) and F} € F(Y)
are homeomorphic, then |Fy|cp = |F1|cB.

We saw in Example 1.5.3 that the Cantor-Bendixson rank F' +— |F|cp from
Fy, (X) to wy is co-analytic for any o-compact Polish space X. Next we will
argue that this is not the case when X is not o-compact. To do so, we prove
the following proposition.

Proposition 1.5.5. Let X be a Polish space. If X is not o-compact, then the
set
{F e Iy (X) [ |Fles < 1}

1s not Borel.
Proof. First note that it suffices to prove that the set
{F € Fro(w”) | [Fles < 1}

is not Borel. Indeed, if X is not o-compact, then by Theorem 1.1.4 there
exists a closed subset N C X and a homeomorphism f: w* — N. Now the
map f: F(w”) — F(X) given by f(F) = f(F) is Borel and

T {F € Foy(X) | |Flos < 13) = {F € Fy, (&) | |Flos < 1}

Thus if {F' € Fy,(X) | |F|cs < 1} is Borel, so is {F € Fy,(w*) | |F|cp < 1}.
To prove that {F € Fy,(w®) | |F|cs < 1} is not Borel, we will define a
Borel map g: Tree(w) — F(w*) such that

9~ ({F € Fy,(w”) | [Flep <1}) = WF.
For each T € Tree(w) let T' € PTree(w) be given by
T = {sAO”,SA1" |n€w,s ET}.
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It is easy to check that the map T — T is Borel. So, by Remark 1.2.3, we can
conclude that g: Tree(w) — F(w®) given by ¢(T') = [T] is Borel as well. Fur-
thermore, it is straightforward to check that ¢(T") € {F € Fy,(X) | |F|cs < 1}
if and only if T € WF. Hence we conclude that {F' € Fy,(w”) | |F|cg < 1} is
not Borel. O

Remark 1.5.6. The beginning of the proof of Proposition 1.5.5 shows the
following fact: If a Polish space X is not o-compact, then there is an injective
Borel map h: F(w*) — F(X) such that h(F') is homeomorphic to F' for any
F € F(w¥). In particular, by Proposition 1.4.6, if ¢: Fy,(X) — wp is a
co-analytic rank, then so is ¢: Fy,(w*) — wy given by ¢¥(F') = ¢(h(F)).

Since all initial segments of co-analytic ranks are Borel, we can now con-
clude the following.

Corollary 1.5.7. Let X be Polish. Then X is o-compact if and only if the
Cantor-Bendizson rank F — |F|cp from Fy,(X) to wy is co-analytic.

We end this section by giving an example of how one may obtain a co-
analytic rank on Fy,(w®). The construction heavily relies on the correspon-
dence between F'(w*) and PTree(w) described in Proposition 1.2.2.

Example 1.5.8. We will here construct a co-analytic rank on Fy,(w®). First
we are going to construct a Borel derivative on F(w<“). Note that w<¥ is a
o-compact Polish space when equipped with the discrete topology. Moreover,
F(w<¥) is just the powerset of w<*. Let Dyw: F(w<¥) = F(w<¥) be given
by

Dyw(A)={se€A| (Fu,ve A) s Cu,vAu L v}
for any A C w<%. Then D, is clearly a Borel derivative. Indeed, for s € w<¥
we have
{Ae F(w¥)|se A} = U {A e F(ws)|u,v,se A},
(u,w)ESs
where Ss = {(u,v) € W< x W< | s Cu,v Au L v}. Thus, by Theorem 1.5.2,
we obtain a co-analytic rank A — |A|p . from Qp_. to wi, where
Qp,. = {A€ F(w<)| DX (A) =0} .

Next note that for any F € F(w”) we have D (Tr) # 0 if and only if Tp
contains a perfect subtree. Furthermore, by Proposition 1.2.5, T contains a
perfect subtree if and only if F' contains a perfect subset. The latter happens
if and only if F' ¢ Fy,(w*). Hence, by Proposition 1.4.6 and Remark 1.2.3,
we conclude that F +— |Tp|p_. from Fy,(w”) to wy is a co-analytic rank, as
wanted.
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Chapter 2

Constructing co-analytic ranks
on Fy (X)

In the previous chapter we discussed a natural rank on the co-analytic set
Fy,(X) for a Polish space X, namely the Cantor-Bendixson rank. We saw
that this rank is co-analytic if and only if X is o-compact. It remains to find
an explicit co-analytic rank on Fy,(X) in the case where X is not o-compact.

The main goal of this chapter is to obtain a family of concrete co-analytic
ranks on Fy,(X) for a general Polish space X by generalizing the idea of
Example 1.5.8. The key step is to generalize the well-known correspondence
between F'(w®) and PTree(w). For each fixed complete compatible metric d
on X and dense sequence (z;); in X we construct a definable correspondence
between F(X) and certain subsets of w?, where each F € F(X) is encoded by
the set

{(i,j) € w? | FNBy(z;,27771) #0}.
Then, as in Example 1.5.8, we can obtain a co-analytic rank on Fy,(X) by
defining an appropriate Borel derivative on F(w?). Doing this for each com-
plete compatible metric and dense sequence, we obtain a potentially huge
family of co-analytic ranks.

In the first section we will give the precise construction of the ranks de-
scribed above. In the second section we will provide various properties of
the construction. In particular, we will see that the results concerning the
correspondence between F(w*) and PTree(w) from Section 1.2 have natural
generalizations to this setting. In the third and final section we investigate
the extent to which the rank depends on the chosen metric and on the dense
sequence. We will first isolate classes of Polish metric spaces for which the con-
struction is completely independent of the dense sequence. In general, changes
can occur when varying the dense sequence, but we obtain a bound on how
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much. Afterwards we will see that there is no bound on the changes that may
occur when varying the complete metric.

The results of this chapter have all been obtained by the author in [27]
except Proposition 2.2.2 and Proposition 2.2.5, which have been added for the
purpose of this exposition.

2.1 The construction

In this section we provide the main construction of this part of the thesis,
namely a construction of a family of concrete co-analytic ranks on Fy,(X) for
any Polish space X.

Definition 2.1.1. A presentation of a Polish space X is a triple (X,d,Z),
where d is a complete compatible metric on X and T = (x,), is a dense
sequence in X.

The following presentation of w® is going to be useful for us.

Example 2.1.2. Consider the natural complete compatible ultra-metric d,w
on w* given by

3—1 . 9—min{newlz(n)#y(n)} if 4
dw"” (IL‘, y) = { 7& Y

0 if z=y
for all z,y € w*. Let Z denote an enumeration of the countable dense subset
{5”0“ | s € w<“’} C w* and put Py = (W, dyw,z). We will refer to P as

the standard presentation of w®.

Next let X be a Polish space. We will for each presentation of X construct a
co-analytic rank on Fy,(X). Fix towards this end a presentation P = (X, d, T)
of X. For each n = (n(0),n(1)) € w? let

Bp(n) = Ba(wn0), 2 "1 and  By(n) = Ba(z,(),2 "M 7).
Moreover, define the binary relations <p and Ay on w? by
n <pm <= n(1) <m(1) and Bp(m) C By(n)

nApm < Eg)(n) N Bip(m) =0
for all n,m € w?.
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Definition 2.1.3. A subset A C w? is called P-closed if for any n € A and
m € w? with m <p n we have that m € A. We say that A C w? is P-pruned if
for all n € A there is m € A satisfying that n <p m. Finally, A C w? is said to
be P-perfect if for all n € A there are u,v € A such that n <p u,v and u Apwv.

Let Cp(w?) and PCp(w?) denote the set of all P-closed subsets of w? and
the set of all P-closed and P-pruned subsets w?, respectively. When viewed
as subsets of 2¢° it is straightforward to check that Cp(w?) is closed and that
PCyp(w?) is Gs. Hence they are both Polish in the induced subspace topology.

Now we will see how to establish a definable correspondence between F'(X)
and PCyp(w?). For F € F(X) we let

A?:{n€w2|By(n)ﬂF7ﬁ®}.

It is easily seen that A% is P-closed and P-pruned for all F € F(X) and that
the map F +— A} from F(X) to PCyp(w?) is Borel. For the other direction,
consider the set

[w2]9> = {(nz)z € (wz)‘“ ‘ (V'L S w) n; <o ni+1} .

A sequence (n;); € [w?]p is called P-compatible. Note that [w?]p C (w?)¥ is
closed and hence Polish. Since d is a complete metric, we obtain a surjective
continuous map 7p: [w?]p — X given by

mp((ni)i) =2 <= [ Ba(ni) = {z}.

1EW
For any A C w? we let
[Alp = {(ni); € [W]p | (Vi € w) n; € A}

and put I} = mp([A]p). If A is P-closed, then FY is closed in X. Indeed, if
(z;); € FY} and z € X such that z; —  as i — oo, then any n € w? satisfying
x € Bp(n) will also satisty n € A. Hence x € mp([A]p).

The following proposition is now straightforward to prove by use of the
same arguments as in the proofs of Proposition 1.2.2 and Proposition 1.2.5.

Proposition 2.1.4. Let P = (X,d, %) be a presentation of a Polish space X.
Then the following hold:

(1) The map F +— A% is a Borel isomorphism from F(X) to PCyp(w?) with
inverse A — FY.

(2) For any F € F(X) it holds that F is perfect if and only if A% is P-perfect.
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To finish the construction we will define a derivative on F(w?) and use the
correspondence given in the previous proposition to obtain a rank on F(X)
which is co-analytic when restricted to Fy,(X). Note that F(w?) is just the
powerset of w?.

Define Dyp: F(w?) — F(w?) by
Dyp(A)={neA| (Fu,ve A) n <pu,vand u Apv}.

It is clear that Dyp(A) C A and that B C A implies Dp(B) C Dyp(A) for all
A, B € F(w?), hence Dy is a derivative on F(w?). Thus for each A € P(w?)
there is a least ordinal a < w; such that D$(A) = D%H(A). We let |Alyp
denote this least ordinal.

It remains to prove the following theorem.

Theorem 2.1.5. Let P = (X, d,T) be a presentation of a Polish space X. The
map pp: Fyy(X) — wi given by F +— |A%|p is a co-analytic rank.

Proof. First, since Dy is continuous, it follows by Theorem 1.5.2 that the set
0y = {4 e F?) | D (4) =0}

is co-analytic and that the map A — |A|p from Qyp to w; is a co-analytic
rank. By the definition of Dy, we have that D$(A) is P-closed for all a < wy.
Moreover, D%JA|T(A) is the largest P-perfect subset of A, in the sense that it
contains any P-perfect subset of A. Therefore, by Proposition 2.1.4, we must
have that mp ([DT‘PALP (Ai]})]gv) is the perfect kernel of F' for any F € F(X). So
for any F' € F(X) it holds that

F € Fy(X) < A} € Qyp.

Hence, since the map F +— A%, from F(X) to P(w?) is Borel, we may conclude
that @9 is a co-analytic rank on Fy,(X). O

Since every Polish space X admits many presentations, we obtain a poten-
tially huge family

{pp | P is a presentation of X}

of co-analytic ranks on Fy,(X). In the rest of this part of the thesis we will
study the behaviour of this family for different classes of Polish spaces.
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2.2 Properties of the construction

In this section we will for a presentation P of a Polish space X investigate the
basic properties of the correspondence between F(X) and PCqp(w?) described
in Proposition 2.1.4. Our main focus will be to recover the results from Sec-
tion 1.2 concerning the correspondence between F(w“) and PTree(w). We
end the section by proving that there is a presentation P of w* such that
wp: Fyy(w¥) — wy is the rank obtained in Example 1.5.8.

One of the basic properties of the standard correspondence between F'(w®)

and PTree(w) is that every point z € w* is encoded by a unique branch in

<w w

w<¥. Indeed, the branch {x|n | n € w} satisfies that for every s € w<* such
that x € Ny there is n € w with x|n = s. In the more general setting this is
no longer the case. In particular, for a presentation P of a Polish space, we
do not necessarily have that —(n <p m) and —(m <9 n) imply n Ap m for
all n,m € w?. The next result states that even though we can have multiple
P-compatible sequences that encode the same element, they will be “removed”

at the same stage when applying the derivative Dsp.

Proposition 2.2.1. Let P be a presentation of a Polish space X and let F' €
F(X). If (my)i, (n;); € [AT)p satisfy mp((m;);) = 7mp((n:):), then

(ni)i € [D$(AR)]p <= (mi); € [DF(AR)]p
for all o < wy.

Proof. For any P-closed A C w?, we have x € 7p([A]p) if and only if for any
m € w? with 2 € Bp(m) we have m € A. O

Next we will prove an analogue of Proposition 1.2.6. The result relates
compactness of a Polish space X to a finitely splitting behaviour of w? with
respect to any presentation P of X.

Proposition 2.2.2. Let P = (X,d,T) be a presentation of a Polish space X.
Then X is compact if and only if there is a sequence (N;); € w such that for
all i € w we have

(1) Ni < Nji1.

(2) If S C w x {i} satisfies that n # m implies n Apm for alln,m € S, then
S contains at most N; elements.
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2. Constructing co-analytic ranks on Fy,(X)

Proof. First assume that X is compact. For each ¢ € w we let N; € w be least
such that there is zg,...,zn,—1 € X with

U Bd(xj,Qiifl) = X.
J<N;

Then it is straightforward to check that the sequence (IV;); € w satisfies (1)
and (2).

Conversely, assume that the sequence (N;); € w satisfies (1) and (2). To
prove that X is compact, let (y;); € X be a sequence. We will now recursively
construct a sequence (C;); of infinite subsets of w such that C;1; C C; and if
4,1 € Ci, then d(y;,y) < 3-27" for all i € w.

First let Sy € w x {0} be maximal such that for all n,m € Sy we have
n # m implies n Apm. Then Sy contains at most Ny elements. For each j € w,
choose k‘? € w such that y; € Bg:((/{??, 0)). Then there must be ng € Sy and an
infinite subset Cy C w such that

By((k5,0)) N By(no) # 0

for any j € Cp. So for any j,1 € Cy we have d(y;,y) < 3.

Next assume that we have constructed C; for some ¢ € w. Let S;31 C
w X {i + 1} be maximal such that n # m implies n Ap m for all n,m € S; ;.
Note that S;;11 contains at most V;11 elements, and for each j € C; choose
k;;“ € wsuch that y; € By((k§+1, i+1)). Once again there must be n;11 € S; 41
and infinite C; 11 C C; such that

By (K, i+ 1)) N By(nip1) # 0

for any j € Ciy1. So for all j,1 € Ciy1 we must have d(yj,y) < 3-27"71, as
wanted. It is now easily seen that the completeness of d implies that there are
y € X and a subsequence (y;,)r € (y;); such that y;, — y as k — co. We
may therefore conclude that X is compact. O

We also have the following analogue of Proposition 1.2.7 which will be
useful in Chapter 3.

Lemma 2.2.3. Let X be a compact Polish space, P = (X,d,T) a presentation
of X and let A C w? be P-closed. Then [Alp # 0 if and only if there is
(nk)x € A such that ni(1) — oo as k — oo.

Proof. The right implication is clear. To prove the left implication, assume
that there is (ng)r € A such that ng(1) — oo as k — oo and let z € Bp(ng)
for all £ € w. Then, by compactness of X, there is z € X and a subsequence
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2.3. Dependence on presentation

(2k,)i € (zk)k such that z,, — z as i — oo. To prove z € [A]p, assume that z €
By(m) for some m € w?. Then there is ¢ > 0 and N € w such that By(z,¢) C
Byp(m) and 2y, € By(z,e/3) for all i > N. Moreover, as diamg(Bg(ng)) — 0
when k — oo, we may choose M > N such that diamy(Bgp(ny,;)) < /3 for
all j > M. Then m < ny, for any j > M and hence, since A is P-closed, we
conclude that m € A. O

Remark 2.2.4. The argument in the proof of Lemma 2.2.3 can also be used
to prove the following statement: Let P be a presentation of any Polish space
X, F € Fy(X) and n € A% be such that Bp(n) N F is compact. Assume
(ng)r € A} satisfies that n <p ny for each k € w and that ng(1) — oo as
k — oo. Then there exists © € Bp(n) N F such that for any U C X open with
x € U there is N € w such that Byp(ng) C U for all k > N.

The last result of this section is that the rank we obtain using the standard
presentation P o of w“ is the same as the rank constructed in Example 1.5.8.

Proposition 2.2.5. We have that ¢p_, (F) = |Tr|p . for any F € Fy,(w®).

Proof. Let F € Fy,(w*). We will show by induction on a < w; that for all
s € w<* and n € w? with Bp_,, (n) = Ny we have

s € Do (Tp) <= n€ D§_,(A}).

Both the induction start and the limit case are straightforward to handle.
We will briefly argue for the successor case.

Assume that the statement holds for some o < w;. Let s € D3 (Tr)
and n € w? be such that Ny = Bp_, (n). There must be u,v € D% (Tr) such
that s C u,v and v L v. If we let m, k € w? satisfy that Byp_.(m) = N, and
Byp_. (k) = Ny, then k,m € Dg (A?;w“’), n <p . m,k and m Ap_, k. Hence,
since Df (A?““) is P-closed, we obtain that n € DgF! (A?I;“’“’), as wanted.

The converse direction is proven similarly. O

2.3 Dependence on presentation

In Section 2.1 we constructed a co-analytic rank ¢p: Fy,(X) — w; for each
presentation P = (X,d,T) of a Polish space X. In this section we look into
the extent to which the rank depends on the chosen presentation. We divide
this investigation in two parts.

First we consider the variations that occur when varying the dense sequence
while holding the metric fixed. We isolate classes of Polish metric spaces for
which the construction is completely independent of the dense sequence, and
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2. Constructing co-analytic ranks on Fy,(X)

a class for which the ranks agree up to one step. In general, the ranks can
change more significantly, but we will recover a bound on this change.

Afterwards we consider the variations that occur when varying the metric
while fixing the dense sequence. It is clear that even a small change in the
chosen metric can affect the induced rank. We will see that even for the dis-
crete countable Polish space there exist presentations for which the rank of the
whole space varies arbitrarily. We will also find a bound for the variation in
the case where the two metrics are equivalent (in the strong sense).

The following simple lemma offers a useful tool to compare the ranks in-
duced by these presentations.

Lemma 2.3.1. Let P = (X,d,Z) and 8 = (Y,0,7) be presentations of the
Polish spaces X and Y, respectively. If A C w? and : A — w? satisfies

n<pm = P(n) <sY(m) and nipm = P(n) As1p(m)
for alln,m € A, then |Alp < |(A)[s.

Proof. Let A C w? and ¢: A — w? be as above. We will show by induction
on a < wy that ¢ (D§(A)) € Dg(¢(A)).

The induction start is clear. For the successor case, assume that the inclu-
sion holds for some o < wy and let n € D%H(A). Then there are u,v € D$(A)
such that n <p w,v and u Ap v. So we obtain Y(u),v(v) € Dg((A)),

Y(n) <s ¥(u),¥(v) and P(u) Ag ¥(v), hence n € Dg+1(¢(A)). Finally, if
the inclusion holds for all § < A for some limit ordinal A < wy, then we have

$(D3(A) € (v (D5(A)) € DR(w(4)),

B<A

Therefore we conclude that the inclusion holds for all @ < wy and hence that
|Alp < |¥(A)ls, as wanted. O

Note that |[A|p = [10(A)[s if we have bi-implications instead of implications

in the lemma above.

2.3.1 Change of dense sequence

We will now investigate what happens when we change the dense sequence and
keep the metric fixed. More precisely, we will for a Polish metric space (X, d)
consider the variation among the ranks of the form ¢p, where P = (X, d, )
for some dense sequence Z in X. We will refer to this family of ranks as the
family of induced ranks of the Polish metric space (X, d). Our first objective
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2.3. Dependence on presentation

is to isolate two classes of Polish metric spaces for which the induced ranks
does not depend on the chosen sequence. Thus for these spaces the family
of induced ranks is a singleton. The first result states that this holds for all
Polish ultra-metric spaces, that is, all Polish metric spaces (X, d), where d is
an ultra-metric.

Proposition 2.3.2. Let (X, d) be a Polish ultra-metric space. Then any pair
of presentations P = (X, d,T) and 8 = (X, d,7y) satisfies pp = ©s.

Proof. Fix presentations P = (X,d,7) and 8§ = (X,d,y) of X. Since d is an
ultrametric, we have

{Bo((4,4)) | i € w} = {Bs((i, 7)) | i € w}

for each j € w. Therefore we can choose f: w — w such that Byp((¢,7)) =
Bs((f(i),7)) for all i € w, and define ¢: w? — w? by ¥(n) = (f(n(0)),n(1)).
Note that n <p m <= (n) <s ¥(m) and n Apm <= (n) Ag1p(m) for all
n,m € w? Now let F € Fy,(X) and note that 1(A%) C A3.. Hence it follows
by Lemma 2.3.1 that pp(F) < pg(F'). By symmetry we conclude pp = g, as
wanted. O

The next result implies that for the class of compact Polish spaces the
induced rank only depends on the chosen metric. Below we say that a metric
is proper if all the closed balls are compact. Moreover, a Polish metric space
(X,d) is called proper if d is a proper metric. We will now show that for all
proper Polish metric spaces, the rank is independent of the choice of dense

sequence.

Theorem 2.3.3. Let (X,d) be a proper Polish metric space. Then any pair
of presentations P = (X,d,T) and 8 = (X,d,y) satisfies pp = pg.

Proof. Let F' € Fy,(X). First we prove by induction on a < w; that if
n € D$(A%) and € > 0 , then there is m € Dg(A%) such that

Bs(m) € By(z(), 2 "M + )
and m(1) > n(1).

For a = 0 the statement is easily seen to be true. For the successor case,
assume the statement holds for some a < wi. Moreover, let n € D§™'(A%)
and € > 0 be given. Then there are u,v € D%(AOI;) such that n < u,v and
u Apv. The compactness of Bp(n) implies that there exists p > 0 such that

Ba(@u(0), 27"+ p), Ba(zp(0), 27"W 7 + p) € Ba(@o), 27" = p)
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2. Constructing co-analytic ranks on Fy,(X)

and
Bd(xu(o), 27u(1)71 + p) N Bd(xv((])p 270(1)71 + p) = 0.

By the induction hypothesis there are 0,4 € Dg(ASF) such that

Bg(a) - Bd('ru(O), 2—u(1)—1 + p), Eg(@) - Bd(%(o), 2_U(1)_1 + ,0),

(1) > u(1) and (1) > v(1). Now choose m € w? such that d(a,(g), Ym(0)) <
min{e, p} and m(1) = n(1). Then m <g 4,0 and @ Ag 0. Therefore m €
Dg‘H(A%), as wanted.

Finally, assume that the statement holds for all 8 < A for some limit
ordinal A < wy. Let n € Dy(A%) and let € > 0 be given. Now choose
(Bk)k € A such that e, Bc = A. Then there exists (ng), € A} such that
n <p Ng, N € Dg’c(Afﬁ) and ng(1l) — oo as k — oco. Therefore we may let
z € Bp(n) N F satisfy the statement of Remark 2.2.4. Now choose m € w?
such that m(1) > n(1), 27™N~1 < ¢/2 and z € Bg(m). Then there is N € w
such that Bp(ng) C Bg(m) for all k > N. By use of compactness of Bg(m) and
the induction hypothesis as above, we deduce that there exists my € Dg’“ (A%)
with m <g my, for all k > N. This implies that m € D*(A3%,), as wanted.

We have now established that if for some a < w; we have n € D$(A%),
then there is m € Dg(A%). Therefore D$(A%) = @ implies D$(A%) = 0 for
all @ < wy. By symmetry we conclude that pp = @g. O

We will now isolate the two most important properties of the Polish metric
space that we used in the proof above. We will prove that when these properties
hold for a Polish metric space, then the induced ranks are almost independent
of the dense sequence.

Proposition 2.3.4. Let (X,d) be a Polish metric space. Suppose that for all
z,y € X and e,& > 0 we have

(1) Bg(z,e) C By(y, &) implies that there exists p > 0 such that

Ba(z,e +p) € Ba(y,&§ — p).

(2) Ba(x,e) NBy(y, &) = 0 implies that there exists p > 0 such that

Ba(z,e + p) NBy(y, &+ p) = 0.

Then for any pair of presentations P = (X,d,T) and 8§ = (X,d,y) we have
op(F) < ps(F)+ 1 for all F € Fy,(X).
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2.3. Dependence on presentation

Proof. Let F' € Fy,(X). We prove by induction on a < w; that for all
n € DS (AY) and all e > 0 there is m € Dg(A%) such that Bg(m) C
Ba(wn(0), 271 4 ¢) and m(1) > n(1).

The induction start and the successor case are done exactly as in the proof
of Theorem 2.3.3 and are therefore left to the leader. Assume now that the
statement holds for all 8 < A for some limit A < wy. Let n € Da\ﬁ'l(Al?}) and
€ > 0 be given. Then there is 1 € D%(A%) with n <9 1, and therefore also
0 < p < € such that

Ba(z(0), 2 "7 + p) C Ba(@n(o), 27" = p).

Then, since 1 € Dg“(A?) for all B < A, it follows by the induction hypothesis
that there is mg € Dg(A%) with mg(1) > n(1) and

Bs(mg) C Ba(za(0), 2"V~ + p) € Ba(p(), 27"V = p)

for all 8 < wi. Now choose m € w? such that d(x,,(g), Ym(0)) < min{e, p} and
m(1) = n(1). Then one easily checks that m <g mg for all 8 < w;. Hence we
must have m € D2 (A%), as wanted.

Now we may conclude that the statement holds for all & < w;. In partic-
ular, we obtain that pp(F) < pg(F) + 1. O

Remark 2.3.5. The conditions of the previous proposition hold for all sep-
arable Banach spaces and the Urysohn space (U, dy), which we discussed in
Example 1.1.6.

The example below shows that the conclusion of Proposition 2.3.4 is opti-
mal.

Example 2.3.6. Let H be the real infinite dimensional separable Hilbert
space. Denote by (e;); an orthonormal basis and by d the metric induced by
the inner product. Consider the presentations P = (H,d,Z) and 8 = (H,d,7),
where T is an enumeration of the dense subset

D= Z)\iei|n6w,)\i€@

i<n

and ¥ is an enumeration of D\ {0}. For each i € w let

1 1 1
Fig{)\ei\/\é [2_2“‘1’2)}

be finite with og(F3), op(F;) > i. Then put F' = (J;c,, F;. We must have
¢s(F) < ¢p(F) and Dyt (AL) = 0. Moreover, n € D%(A%) if and only
if z,00) = 0 and n(1) = 0. Therefore we conclude that ¢s(F) = w and

pp(F) =w+ 1.
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2. Constructing co-analytic ranks on Fy,(X)

Now we will consider how much the induced ranks can vary for general
Polish metric spaces.

Theorem 2.3.7. There exist a Polish metric space (X,d) together with pre-
sentations P = (X,d,x) and 8 = (X,d,y) such that

op(F)=w+1 and  @s(F) =2
for some F € Fy,(X).

Proof. First we construct a Polish space X}, presentations Py, = (X, dg, Tg),
Sk = (Xk,dg,y) of Xy and Fy € FNO(Xk:) such that (p(pk(F) = 2+ k and
@s, (F') =2 for each 2 < k < w.

Fix 2 < k < w. Put

Vi ={w;|i€[0,27%]}U{z 1>k}
and define for each m < k a complete metric 5fn on Yy by
ok (wiywy) = 27" Ui — 3l O () =27 (1 — 27 i)
and

0 if l=n

Ok (21, 2n) =
(et 2n) {2’“ it I #n

forall4,j € [0,273] and I,n > k. Note that 6%, induce the same Polish topology
on Yy for all m < k.

Next for s € 25F let V¥ = {y° |y € Yi} denote a copy of Y; and let
Fo={fi|te 2"} Put

Xp=| || W|uF.

s€25k

Define a complete metric di on X by letting

(1) dyyy = 5111(3) for all s € 25F.
(2) dyp(w,wy 7) =272 4 L o7k=3 for all s € 2<F and j € 2.
(3) di(zf, 2 /) =272 4 JLo=k==1for all s € 2<% j € 2 and | > k.

(4) di(w§, forj) =271 —27%3 for all s € 2F and j € 2.
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2.3. Dependence on presentation

That d, is indeed a metric on X, follows from the fact that for each s € 2<F,
j €2, n€wandl >k both of the squares

9—lIn(s)—1 (1727l)

S S
Wo “l
—In(s)—2 1 —k—3 —1 —1-2 1 —k—1—-1
2 n(s) +r+12 2 n(s) +m2
wiJ 25
0 2—1n(s)—2(172—l) l
and
277671
S S
2l Fln
Cln(s)—1-2 1 o—k—1-1 Cln(s)—l-n-2, 1 o—k—l-n—1
2 n(s) +m2 2 n(s) n _,’_mz n
s7j s7g
Z] 9—k—1 zl-‘,—n

satisfy the triangle inequality.
Now let

Ty, = {wf,zfue 0,273]nQ, I >k, sEQSk}UFk

and
ak:{w;,z;ue 0,273 NQ, I >k, sEQSk}UFk,

and note that both 7, and uy are countable dense in X}. Put
Pe = (Xp,dp, o)  and  Sp = (X, di, Ug).

We will first argue that ¢, (F) = 2+ k. It is clear that @9, (F}) < 2+k,

2k+1

as F} contains elements. Moreover, it is straightforward to check that

Bu (wf, 207 = By (wi, 2" = | | W |u{filee 2, scef
te2<k sCt
for all s € 2% Therefore we have
Edk (’LUSAO, 21n(s)72)’ Edk (wg"l7 2ln(s)f2) C Bdk (w87 21n(s)71)

and
Bdk (wg“()’ 21n(5)—2) N Bdk (wg”l, 21n(5)—2) =0

for all s € 2<¥. Since it also holds that
fomo- i1 € Bay (w, 207
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2. Constructing co-analytic ranks on Fy,(X)

for all s € 2%, we obtain g, (F)) = k + 2.

We will now argue that g, (F;) = 2. In this case it is clear that ¢s, (F}) >
2, a8 fogs fs~1 € Fi With dg(fs~q, fs~1) < 271 for all s € 2¥. Moreover, it is
straightforward to check that if z € X, \ {w§ | s €25F}, ¢t € 2" and m € w
such that

ft“Ov ft“l S Bdk (xa 2_m_1)7
then for all s € 2=F there is Ny € w such that

z; € Bg, (z, 27m71)

for all I > N,. Hence if z,y € u; and n, m € w satisfy that there are s, ¢ € 2F
such that

fSAO’fS”l € Bdk($72_n_1) and ft“Oaft“l € Bdk(y72_m_l)7

then By, (2,277 1) N By, (y,27™ 1) # 0. We can therefore conclude that

@s, (Fr) = 2.
Finally, let

x=0o1ul || x|, F=|] B z=0010nQu| || =

2<k<w 2<k<w 2<k<w

and

7=(0,10nQu| || m

2<k<w

Moreover, define a complete metric d on X by letting
(1) dix, =2 dp for all 2 < k < w.
(2) d(i,j) =|i — j| for all 4,5 € [0, 1].
(3) d(O,wg’k) =22foral 2 <k < w. Here wg’k denotes the element
wg € Xg.
Put
8§ =(X,d,7) and P =(X,d, 7).

Since

Ba(wg™,27%) € Ba(0,27")
and Edk(wg’k,Z_l) = Ed(wg’k,Q_Q) N Xy for all 2 < k < w, we must have
op(F) =w+ 1. Moreover, if 2 < k <w, m € w and y € X} satisfy that there
is t € 2% such that

ft“Ov ft“l € Bd(y7 2—m—1)’
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2.3. Dependence on presentation

then
Ba(y, 27 ")\ Bg(r,27") #0

for any r > 0. Therefore we can conclude that pg(F) = 2. O

Our last result gives a bound on the variation one can obtain within the
family of induced ranks of a Polish metric space.

Theorem 2.3.8. Let P = (X,d, %) and § = (X,d,y) be presentations of X.
Then
pp(F) < wps(F) +2

for all F € Fy,(X).

Proof. We will prove by induction on o < w; that if n € D‘ﬂ‘,’O‘H(A%) with
n(1) > 0 and € > 0, then there is m € Dgt*(A$.) such that d(Tp(0), Ym(0)) < €
and m(1) = n(l) — 1. Note that this is sufficient, since if pg(F) = ap for
some ag < wy, then D§O(A3) = 0 and hence D;O‘OH(A%) C w x {0}. So
op(F) < wagp + 2, as desired.

For a = 0 the statement above is easily seen to be true. Assume that the
statement holds for some a@ < wy. Let ¢ > 0 and n € Dg(aH)H(A;’;) with
n(l) > 0. Then there are u,v € D;f(aﬂ)(Aﬂ}) with n <p w,v and u Ap v.
Therefore for each k € w there exist ny,n} € D;O‘H(A;’;) such that v <p n},
v <p nj and nj(1),n}(1) > n(1) + k+ 1. Next, as d is complete and u Ay v,
one of the following three cases holds:

(1) There is k € w such that d(z,p(0), Znp(0)) > 27k,
(2) There are ko, k1 € w such that d(:cn};o (0)s Tnyt 0)) > 27 min{ko,k1}
(3) There are kg, k1 € w such that d(azn}éo (0),37”%1(0)) > g~ min{kok1}

If we are in the first case, it follows by the induction hypothesis that there exist
mo, my € DéJra(A%) with mg(1),m1(1) > n(1) + k + 1, d(wnz(o),ymo(o)) <
2~ (D=1 and d(mnz(o), yml(o)) < 27 M=1 Tt is easy to check that mg Agm;.
Moreover, if we choose m € w? with d(x,,(0), Ym(0)) < 272 and m(1) =
n(l) — 1, we get m <g mo, mi. Therefore m € D§+a+1(A%), as wanted. The
second and third case are handled analogously.

Finally, assume that the statement holds for all § < A for some limit
ordinal A < wy. Let ¢ > 0 and n € D$’\+1(A?}) be given. Then there is
fig € DYPTY(AT) for all B < A such that n <p fig and 7ig(1) > n(1) + 1. Thus
for each B < X there is mg € DéJr’B(A‘%) with

d(Z7i4(0)> Yms(0)) < g~ (1)1
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and mg(1) = ng(1)—1. Now choose any m € w? with d(2,,(0), Ym(0)) < 2-n(1)-2
1

and m(1) = n(1) — 1. Then m <g mg for all B < A and hence m € Dé“‘(A%),
as wanted. O

2.3.2 Change of metric

Now we will investigate what happens when we change the complete metric
while keeping the dense sequence fixed. It is clear, as we will also see, that
the rank depends heavily on the chosen metric. Let us begin with two easy
observations.
First, if P = (X, d,T) is a presentation of a Polish space X, then the metric
dp given by
dp(z, y) = min{d(z,y), 1}

for all z,y € X satisfies diamg, (X) < oco. Moreover, the presentation 8§ =
(X, dp, ) will satisfy pp = @g. Thus all the ranks we obtain using our con-
struction are induced by presentations with bounded metrics.

Secondly, if for some k € w we have presentations P = (X,d,Z) and 8 =
(X,27%d,Z) of a Polish space X, then

ep(F) < ps(F) < pp(F) + k

for all F' € Fy,(X).
The first result of this section generalizes the second observation. It pro-
vides a bound on the change that may occur when passing to an equivalent

metric. Here we say that two compatible metrics d,d on a Polish space X are
equivalent if there exists N > 0 such that

1
for all z,y € X.

Proposition 2.3.9. Let P = (X,d,T) and 8§ = (X, ,T) be presentations of a
Polish space X such that d and & are equivalent. Then

ep(F) <w(ps(F) +1)
for all F € Fy,(X).
Proof. First, since d and § are equivalent, we may fix [ € w such that
27ld(x,y) < 0(w,y) < 2'd(x,y)
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2.3. Dependence on presentation

for all z,y € X.

By a similar argument as the one in the proof of Theorem 2.3.8, one can
prove the following: For all a < w; it holds that if n € D§*"'(A%) with
n(1) > 1, then 7 = (n(0),n(1) — 1 — 1) € Dg™*(A3).

This completes the proof, since if ps(F) = g for some oy < wi, then
Dg°(A%) = 0 and hence D;’O‘OH(A%) C w x{0,...,1}. Therefore we obtain
D;(QOH)(A%) = (), as wanted. O

Our goal for the rest of this section is to prove that there is no bound on
the change in general. The idea is to begin with the standard presentation
Puw of w* and a certain closed subset F' € Fy,(w®) such that Py (F) = 2.
Then for each a < wi we will construct a new presentation P, of w® such
that ¢p_ (F) = a. To obtain these P, for a < wi, we will make use of the
construction in the following definition.

Definition 2.3.10. Let P = (X,d,T) be a presentation of a Polish space X
and let f: X — X be a homeomorphism. The induced presentation of X is
the presentation

FPr= (X, df>y)7

where d¢(z,y) = d(f(x), f(y)) for all z,y € X and y; = f~1(x;) for all i € w.

It is clear that the ranks ¢p and ¢, must be closely related. The precise
connection is described in the proposition below.

Proposition 2.3.11. Let P be a presentation of a Polish space X and f: X —
X a homeomorphism. Then @y (F) = op(f(F)) for all F' € Fy,(X).

Proof. This follows directly from Lemma 2.3.1 and the fact that
z € Bp,(n) <= f(z) € Bp(n)
for all z € X and n € w?. O

We have the following natural way to obtain homeomorphisms of w“. Con-
sider two subsets A = {s; € w<¥ | i € w} and B = {t; € w<¥ | i € w}. If A and
B satisfy that In(s;) = In(t;), s; L sj, t; L tj and s; L ¢; for all 4,5 € w with
1 # j, we say that they are compatible sets of initial segments. In this case, we
define the map fa p: w* — w®“ given by

trz if (Fiew)(Fzew)ax=s;
fap(x)=1q siz if (Ficew)(Tzew)z=1t2

T otherwise

It is straightforward to check that f4 p is a homeomorphism. We call f4 p the
induced switch map.
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Theorem 2.3.12. There is F' € Fy,(w¥) and for each 2 < a < w; a presen-
tation P, of w* such that

o9 o (F) =2 and op, (F) =«
forall2 < a<w.

Proof. First let F' = {n“ | n € w} and note that ¢p_, (F) = 2. We will now
recursively construct compatible sets of initial segments A, and B, such that
the induced switch map f, satisfies op_,, (fa(F)) =afor all 2 < a < w;.

For « = 2, we let Ay = {s; € w<¥ |i €w} and By = {t; € w<¥ | i € w},
where s; = t; = (i) for all i € w. Clearly, Ay and By are compatible sets of
initial segments.

Now assume that we have built the compatible sets of initial segments
Ay ={si e ws¥|i€w}and By = {t; € w<¥ | i € w} for some o < wy. Then
put

Apr1 = {5 € w¥ | i € w},

where Sg; and Sg;41 are obtained from s; by replacing any occurrence of n in
5i(0)"s; with 2n and 2n + 1, respectively, for all n € w. Also put

Bay1 = {t; € 0¥ | i € w},

where ty; = (0)°1; and fo;41 = (1)73;, 1, and £3; and 3, are obtained from
t; by replacing any occurrence of n in t; with 2n and 2n + 1, respectively, for
all n € w. It is straightforward to check that if A, and B, are compatible sets
of initial segments, then A,11 and B,y1 are compatible as well.

Next let A < wi be a limit ordinal and assume that we have constructed
compatible sets of initial segments

Aﬂz{sg€w<“’]k€w} and Bﬁz{t§€w<‘“|k‘€w}

for all 3 < A. Then let (3;); < A be an increasing sequence such that | ;. 8; =
A and fix an enumeration (p;); of the prime numbers. Then put

Ay = {gi,k € w | i,k € w},

where 5; . is obtained from s,* by replacing any occurrence of n in ski(O)“sgi
with p?‘H for all n € w. Also put

B)\ = {th,k S w<‘” ’ i,k‘ S w},

where #; , = (p;)"1?, and #¥, is obtained from tfi by replacing any occurrence

of n in tfi by pitt

(2

for all n € w. Again, it is easy to check that Ay and B)
are compatible sets of initial segments.
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2.3. Dependence on presentation

Finally, the construction of A, and B, for 2 < «a < w; ensures that a
straightforward induction argument shows that ¢p_., (fo(F)) = a. So if we let
Pa =P, ), foreach 2 < a <wi, then pp, (F) = aforall 2 < a <w, as
wanted. O

Note that if d is an ultra-metric on a Polish space X and f: X — X
is a homeomorphism, then dy is also an ultra-metric. Hence it follows from
Proposition 2.3.2 that Theorem 2.3.12 also holds if we moreover want the pre-
sentations P, and P, to have the same dense sequence for all 2 < a < w;.

Before we end this section, we will point out two direct consequences of
Theorem 2.3.12 that will turn out to be useful in the next chapter.

Corollary 2.3.13. For each a < wy there is a discrete F' € Fy,(w*) with
090 (F) =a.

Proof. Let F and f, be as in the proof of Theorem 2.3.12 for each 2 < o < wy.
Then fo(F) € Fy,(w®) is discrete and satisfies pp(fo(F)) = a. Moreover,
©p(0) =0 and pp({z}) =1 for all z € w®. O

Corollary 2.3.14. For each 1 < a < w; there is a presentation P, =
(w,dq,w) of the discrete Polish space w such that pp, (w) = a.

Proof. For each 2 < o < wy let F and f, be as in the proof of Theorem 2.3.12
and fix a homeomorphism ¢o: w — fo(F). Let dy denote the metric on w
given by dn(i,7) = p(9a(i),9a(j)) for all 4,j € w and put P, = (w,dq,w)
for all 2 < a < wy. Then we must have ¢p, (w) = a. It is clear that the
presentation P; = (w,d;,w), where dy(i,7) = 1 for all 4,7 € w with i # j,
satisfies pp(w) = 1. O
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Chapter 3

The relation to the
Cantor-Bendixson rank

In this chapter we will compare the Cantor-Bendixson rank to the ranks that
we constructed in Chapter 2. The main results of this chapter are characteri-
zations of the compact Polish spaces and the o-compact Polish spaces in terms
of how the family of ranks

{;pp | P is a presentation of X}

behaves in relation to the Cantor-Bendixson rank for a given Polish space X.
In the first section we will prove that a Polish space is compact if and only
if the family of ranks is uniformly bounded by the Cantor-Bendixson rank.
Moreover, if a Polish space X is compact, we will compute a specific function
f: w1 — w1 such that
ep(F) < f(|F|cB)

for all ' € Fy,(X) and all presentations P of X. In fact, we obtain one
function that works for all compact Polish spaces. In the second section we
will prove that a Polish space is o-compact if and only if some (equivalently
every) rank in the family is bounded by the Cantor-Bendixson rank. Also in
this case we will for a presentation P of a o-compact Polish space X compute
a specific function fp: wq — wy such that

¢p(F) < fo(|F|cB)

for all F' € Fy,(X). Here the functions depend on the chosen presentation and
hence also on the o-compact Polish space in question.

Unless otherwise specifically stated, all results in this chapter have been
obtained by the author in [27].
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3. The relation to the Cantor-Bendizson rank

First we will argue that the ranks constructed in Chapter 2 refine the
Cantor-Bendixson rank. Recall from Example 1.5.3 that for any Polish space
X and F € F(X) we let |F|cp denote the Cantor-Bendixson rank of F', and
for all o < wy we let F'® denote the iterated Cantor-Bendixson derivative of
F.

Proposition 3.0.1. Let P be a presentation of a Polish space X and let F €
F(X). Then A%o C D$(AY) for all @ < wy. In particular, F® C F?a(A_fp) for
PVR

all o < wy.

Proof. The result is proven by induction on o < w;. The induction start
is trivial. Assume therefore that A%, C D$(A%) for some a < w; and let
n € A7..,. Then Bp(n)NF*! # () and hence there must be z,y € By(n)NF"
with = # y. This implies that we can find k,I € A%, C D%(AJI;) such that
n <gp k,1 and k Ay l. Therefore we conclude that n € D31 (A%).

Next assume A;B C Dg(A?I;) for all § < A for some limit ordinal A < wy
and let n € A?;A. Then AT;A - A}’;ﬁ - Dg(Aﬂg) for all B < X and hence we
obtain that n € D3(A%), as desired. O

From this proposition we easily get the following corollary.
Corollary 3.0.2. Let P be any presentation of a Polish space X. For all
F € Fy,(X) we have |F|cp < op(F).
3.1 A characterization of compact spaces

In this section we will characterize the compact Polish spaces in terms of how
the ranks constructed in Chapter 2 relate to the Cantor-Bendixson rank. More
precisely, we will prove the following theorem.

Theorem 3.1.1. Let X be a Polish space. The following are equivalent:
(1) X is compact.

(2) The family (pp)p, where P varies over all presentations of X, is uni-
formly bounded by the Cantor-Bendizson rank.

(8) For any presentation P of X we have pp(F) < w|F|cp for all F €
Fy, (X).

The theorem above implies that for a compact Polish space there is a
uniformity of the family of induced ranks. We will discuss this phenomenon
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further in Section 4.2.

It is clear that (3) = (2) in Theorem 3.1.1. Below we will show the
implications (2) = (1) and (1) = (3).

We will begin with the latter. The goal is to prove that if X is compact
and P is a presentation of X, then pp(F) < w|F|cp for all F' € Fy,(X). In
order to obtain strict inequality we will prove that pp(F) is a successor for any
F € Fy,(X). Note that this is also the case for the Cantor-Bendixson rank.

Proposition 3.1.2. Let P be a presentation of a compact Polish space X . If
F € Fy,(X) is non-empty and o < wy is least such that [DS(A%)]p = 0, then
Q15 @ SUCCESSOT.

Proof. First, since F' is non-empty, we have o > 0. Now assume for a con-
tradiction that [Dg(A?I;)]fp # () for all B < X and [Dp(A%)]p = O for some
limit ordinal A < wy. Fix (6;); < A such that §; < Bi41 for all i € w and
Uicw Bi = A. For each i € w choose z; € W?([Dgi (A7)]»). By compactness
of X, there is x € X and a subsequence (z;,)r C (z;); such that z;, — x as
k — oo. So, since Wp([Dgi (A2)]p) is closed and

(DY (AR)]p) C mo([Dy (A)]5)

for all i € w, we get that x € W?([Dgi(A%)]?) for all ¢ € w. Thus, by Proposi-
tion 2.2.1, we obtain x € mp([Dp(A%)]p), which contradicts that [D3(A%)]p =
0. O

Proposition 3.1.3. Let P be a presentation of a compact Polish space X and
assume that [Dg(A?})]‘y =0 for some < wy1. Then there is k € w such that
DIF(AT) = 0.

Proof. Suppose for a contradiction that this is not the case. Then for each
k € w there is ng € Dg(Al?;) with ng(1) > k. Thus, by Lemma 2.2.3, we
obtain [Dg(Agg)]y # (0, which is a contradiction. O

Combining Proposition 3.1.2 and Proposition 3.1.3 we get that @p(F) is
a successor for any F' € Fy,(X) whenever P is a presentation of a compact
Polish space X.

Corollary 3.1.4. Let P be a presentation of a compact Polish space X. For
all F' € Fy,(X) there is f < wy such that op(F) = 3+ 1.

The following lemma will be crucial in the proof of (1) = (3) in Theorem
3.1.1.
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3. The relation to the Cantor-Bendizson rank

Lemma 3.1.5. Let P a presentation of a Polish space X. If we have F €
Fy,(X), a <wy and n € DE*(A}) such that Bp(n) N F is compact, then there
is x € Bp(n) N F such that x € F°.

Proof. The statement is trivial for « = 0. Assume that the statement is true
for some a < wy and that n € DSS(O‘H)(A?I;)_ For each k£ € w there must be
my € D;io”rk(Aﬂ;) such that n <9 my. We will now recursively construct a
sequence (zx)r € F N Bgp(n) such that x € F for all k € w and z; # z;
whenever ¢ # j. First, since mg € D“*(Ap), it follows by the induction
hypothesis that there is

xo € Bgﬁ(mo) NF C B(p(n) NnF

with zg € F*. Now assume we have constructed xzg,...,z_1 for some k > 0
satisfying the above. Then, as my, € D“*tK(AR), there is (Is)seo<r € DS (AD)
such that Iy = my, ls <p ly~g, s~y and [~y Apl~q for all s € 2<%, Next, since
k < 2% there must be s € 2F such that x; ¢ Bp(l) for all i < k. Moreover, as
ls € DY(A%), it follows by the induction hypothesis that there is

Ty € Bg)(ls) NF CByp(n)NF

with zp € F®. By the choice of I, we ensure that xy # z; for all i < k.
Continuing this way we obtain a sequence (zy)r € Bp(n) N F satisfying the
above. By compactness of X, it follows that there is x € Byp(n) N F with
r € Fotl,

To finish the proof, let A < w; be a limit ordinal and assume that the
statement is true for all 3 < X. Moreover, let n € D$*(AL) and fix (8;); <
A with 8; < By for all ¢+ € w and UiEw B; = A. Then, by the induction
hypothesis, we may for each i € w choose x; € Bp(n) N F with ; € F5. Since
X is compact, there are z € Bp(n) N F' and a subsequence (z;, ) C (x;); such
that 23, — x as k — oo. Thus x € FP for all k € w and hence z € F*. [

We will next, by use of Corollary 3.1.4 and Lemma 3.1.5, conclude the
proof of (1) = (3) in Theorem 3.1.1.

Theorem 3.1.6. Let P be a presentation of a compact Polish space X. Then
QO(])(F) < w|F\CB fOT all F € FNO(X)-

Proof. Let F € Fy,(X). If |F|cp = «, then F* = {) and hence, by Lemma
3.1.5, we must have D$%(A%) = (). Therefore, since pp(F) is a successor by
Corollary 3.1.4, we obtain ¢p(F) < wa. O

o8



3.1. A characterization of compact spaces

Now we turn to the proof of (2) = (1) in Theorem 3.1.1. Our strategy
is to fix a non-compact Polish space X and a discrete closed infinite subset
F € Fy,(X). Then given a < wy we will construct a presentation P, of X such
that @9_(F) > a. To construct this presentation we will need the following
extension theorem for complete metrics due to Hausdorff and Bacon (see [5,
Theorem 3.2|).

Theorem 3.1.7 (Hausdorff-Bacon). Let X be a completely metrizable space,
K C X a closed subset and di a complete metric on K. Then there exists a

complete compatible metric d on X such that d = d.

Theorem 3.1.8. Let X be a non-compact Polish space and F € Fy,(X) an
infinite discrete subset. For each a < wy there is a presentation Py of X such
that v, (F) > a.

Proof. Let o < wy be given and fix an enumeration F = {y; | i € w}. More-
over, by Corollary 2.3.14, we can fix an ultra-metric drp on F' that induces
the discrete topology and such that the presentation 8 = (F,dp, F') satisfies
ws(F) > 3a. Using the presentation 8 of F', we will construct a presentation
P of X that satisfies pp(F) > a. Let T be a countable dense sequence such
that xor = yi for all k € w. By applying Theorem 3.1.7, let d be a complete
metric on X that extends dp. Then put P = (X, d,T). It now suffices to prove
that pg(F) < 3pp(F) + 1.
For all [, k, 7,7 € w the triangle inequality implies that

Bs(l,k+1) <s Bs(i,j) = Bp(2l,k) <p Bp(24,5)

and
Bs(l,k) AsBs(i,7) = Byp(2l,k +1) Ap Bp(2i,j +1).

In the following we will for any n € w? with n(1) > 0 let 72 = (2n(0),n(1) —1).
We will prove by induction on § < w; that if n € Dgﬁ(A%) and n(1) > 0, then
n e Dg(Af]’;). This is immediate for § = 0 and, by the induction hypothesis,
when ( is a limit ordinal. We will therefore concentrate on the successor case.
Assume that the statement holds for some 5 < w; and that n € D§B+3(A§‘,)
with n(1) > 0. Then there exists (ng)geo<s € DgB(A%) satisfying n = ny,
Ns <§ Mgy Ng~1 and N~ Ag ng~y for all s € 2<3. Since dp is an ultra-
metric, it follows from the above implications that there are s,t € 23 such that
ng Ap Ny and n <9 Ng,Ng. Therefore, by the induction hypothesis, we must
have n € DgH(AC;), as wanted. O

Putting together Theorem 3.1.6 and Theorem 3.1.8, we have finalized the
proof of Theorem 3.1.1, which was the goal of this section.
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3.2 A characterization of c-compact spaces

In this section we characterize the o-compact Polish spaces in terms of how
the family of ranks constructed in Chapter 2 relates to the Cantor-Bendixson
rank. More precisely, we will prove the following theorem, where |- | denotes
the rank from Example 1.5.1.

Theorem 3.2.1. Let X be a Polish space. The following are equivalent:
(1) X is o-compact.

(2) For some presentation P of X there exists f: w1 — wy such that pp(F) <
f(|F|¢p) for all F € Fy,(X).

(8) For each presentation P of X there exist ordinals awp, fp < wy such that
op(F) < (w|F|cp + ap)| X[k + B
for all F € Fy,(X).

It is clear that (3) = (2), hence it suffices to prove (2) = (1) and
(1) = (3). First we will see that (2) = (1) can be obtained as a
consequence of Theorem 1.4.3 and Corollary 2.3.13.

Proposition 3.2.2. Let P be a presentation of some Polish space X. If there
is frw1 — wi such that op(F) < f(|F|cp) for all F € Fy,(X), then X is
o-compact.

Proof. Assume that there is f: w; — w; such that po(F) < f(|F|cp) for
all ' € Fy,(X). Then there is a9 € wy such that pp(F) < ag whenever
F € Fy,(X) is discrete. Now assume towards a contradiction that X is not o-
compact. Then, by Remark 1.5.6, we obtain a co-analytic rank 1: Fy,(w*) —
wy for which ¥(F) < ag for all discrete F' € Fy,(w®). Therefore, by Theorem
1.4.3, all co-analytic ranks on Fy,(w*) are bounded on the discrete subsets.
This contradicts Corollary 2.3.13. O

Next we will prove the implication (1) = (3) of Theorem 3.2.1. The
proof uses that for each o-compact Polish space X we obtain the iterated
derivatives X, for a < | X|x. Moreover, if we let O, = X, \ Xo+1, then O, is
open and locally compact in X, for each o < | X|x and

X = |_| Oa.

Oé<‘X|K
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The idea is then to deal with each of these pieces one at a time, as we know
that any point z € O, will have a pre-compact neighbourhood in X, and, by
Lemma 3.1.5, we know how to deal with balls contained in such neighbour-
hoods.

Theorem 3.2.3. Let P be a presentation of a o-compact Polish space X. Then
there are ap, Bp < wi such that

ep(F) < (W|F|c+ ap)| X[k + By
for all F € Fy,(X).

Proof. Let A = |X|k. For each 8 < X define the subsets
A9 = {n € w? | Bp(n) N X5 # 0,Bp(n) N Xp1 = 0,Bp(n) N X € K(X)}
Al = {n € w? | Bop(n) N X5 % 0,Bp(n) N Xpp1 = 0,Bp(n) N X5 ¢ K(X)}

and put C = w2\(UrB</\(A%UAé)). Fori,j € {0,1} and 8, 8’ < A the following
observations hold:

(1) Tfi#jor B# (3, then A5N A, =0,
(2) Ifn € A% and m € w? satisfy n <p m, then m € AY or m € A}/, for some
v<Bory <8.
(3) Ifn e Aé and m € w? satisfy n <p m, then m € AY or m € Al for some
7<B.
(4) We have [A}]p = [Clp = 0.
It is straightforward to check that observation (1),(2) and (3) hold. Obser-
vation (4) holds since if [Aé]g) # () for some S < A, then there would be
x € Xg\ Xpgq1 without a pre-compact neighbourhood in Xg. Moreover, if
[Clp # 0, then there would be a point z € X such that « ¢ X3 for any 5 < A.
From observation (4) it follows that we may choose agp, fp < wy such that
|Clp < Bp and |A}3\g> < awp for all § < A. Note that if A is a successor, then

C = () and hence we may choose B39 = 0.
Now fix F' € Fy,(X). We will argue that

ep(F) < (w|F|cB + ap)A + B
by proving the following two claims.

Claim 1: Let 5 < \. Ifn € D?;a(A% N A%) for some 1 < o < wy, then there
is € Bp(n) N XgN F°.

61



3. The relation to the Cantor-Bendizson rank

Proof of Claim 1: We prove this claim by induction on 1 < a < wy. First
assume that n € D;.?(A% N A%). Then there are (m;); € A% N Ap and
()i, (yi)i € X such that for all i, j € w we have

(a) n <p m; and m;(1) > n(1) +i.
(b) T; € B?(mi) N Xﬁ and y; € B?(mi) NF.

(c) x; # x; and y; # y; whenever ¢ # j.

Since Bp(n) N X3 is compact by definition of A%, there must exist some x €
Byp(n) N X and a subsequence (z;;); C (v;); such that x;; — x as j — oo.
Now, since z;,y; € Byp(m;) for all i € w and diam(Bgp(m;)) — 0 as i — oo,
we must have y;, — x as j — oo, as well. Therefore, as (y;;); € F and F'is
closed, we obtain that € F!, as desired.

The proof of the successor and the limit case can now be done as in the

proof of Lemma 3.1.5. o

Let § < A. It is a consequence of observation (2) and (3) that an easy
induction argument on 1 < w; shows that

neAynDy [ AL\ ([ JASuAl) | = ne D}(AznAY)
v<B

and

neAynDy [ AL\ (Aju | JASuAl) | = neD}(AznA))
v<p

for all B < wy. Using these implications we will obtain the next claim.

Claim 2: We have
w|F «
pitflertenag) c ap\ [ (a5 ual)
v<B

and
w|F Qc w|F|c
pliFlentanirelFlen 42y ¢ 427\ (49U | (AU AL))
¥<p
for all g < A.
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3.2. A characterization of o-compact spaces

Proof of Claim 2: First we consider the case 8 = 0. The first inclusion is
trivial. For the second inclusion, note that if n € D;'F‘CB(AS}), then it follows
by Claim 1 that n ¢ AJ.

Next assume that the inclusions hold for some 8 < A. To prove that the
first inclusion holds for 8 + 1, note that

w|F|cB+ag 1 fo w|F [e% w|F
DS’ |Fles+ap)(B+ )(Al?g“) _ D?T (ng) |Flep+agp)B+w| |CB(Ai;)>

C Dg7 | AR\ (AU | (AJuAl))
v<B

By the implications above and the fact that D5” (A% N A%) = (), we conclude

Flcs+ +1
Dg)w\ loB+ap) (B )(A?I;) C A%\ U (Ag UA}/),
v<B
as wanted.
For the second inclusion, we then obtain

w|F Qg +w|F w|F
DSP |F|lep+agp)(B8+1)+w] \CB(ATJ};) C Dg)' los A;\ U (A'Oy U A’ly)
v<B

By use of the implications above and the fact that D;'FlCB (Af]’; N A%H) =0,
we conclude

piflentanGrizeifion a7 ¢ AR\ (Ab,, U (J (45U Ad)),
v<B

as wanted.
Finally, assume that the claim holds for all § < £ for some limit £ < w;.
Then we have

Dg)w|F\cB+afP)§(AﬂZ;) _ ﬂ DS)W‘F‘CB‘FCWP),B(A?)

B<€
c ()47 \ (| @ual)
B<E <8
= AP\ J(4gual),
<€

as wanted.
Now for the second inclusion, we have

w|F « w|F w|F
D(SD |F|op+ap)i+w|Flo (A?};) C D?| lcB A?]; \ (U (Ag U A}/)
r<€
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3. The relation to the Cantor-Bendizson rank

As before, we use the implications above and the fact that D;'F‘CB (A%ﬂAg) =
(), to obtain that

piiFlentarietelflen 47) ¢ ap\ (AQU | J (AU A).

r<€
Thus we conclude that the inclusions hold for all 8 < A. o
To finish the proof, note that Claim 2 implies Dé)w‘F‘CBJraT))‘(A?;) C C and

therefore that Dg’JlF|CB+aT)>‘+ﬁT (A7) = 0, as wanted. O

Putting together Proposition 3.2.2 and Theorem 3.2.3, we have finalized
the proof of Theorem 3.2.1, which was the goal of this section.
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Chapter 4

Related questions

This chapter contains a discussion of some questions related to the subject of
this part of the thesis.

In the first section we will discuss certain invariance properties one can
hope for in a co-analytic rank ¢: Fy,(X) — wi. We will argue that a Polish
space X is o-compact if and only if there is a co-analytic rank ¢: Fy,(X) — wi
such that ¢(Fy) = ¢(F1) whenever Fjy and F} are homeomorphic. Afterwards
we will see that for each Polish metric space (X, d) there is a co-analytic rank
@1 Fig(X) — w1 such that (Fy) = ¢(F1) whenever (Fo,d|g,) and (F1,d)g,)
are isomorphic. The proof is not constructive, so it leaves open the problem
of finding a concrete co-analytic rank with this property. The second section
concerns the phenomenon of uniformly bounded families of ranks. We have
seen that the family {pp | P is a presentation of X} is uniformly bounded by
the Cantor-Bendixson rank if X is a compact Polish space. We will ask several
questions towards understanding if this behaviour holds more generally and,
in particular, if it occurs in other cases.

The results in Section 4.1 are all well-known or direct consequences of

well-known results.

4.1 Invariant ranks on I}y, (X)

In this section we will discuss which invariance properties one can obtain for a
co-analytic rank ¢: Fy,(X) — w; for a general Polish space X. Let us begin

by making this notion of invariance more precise.

Let X be a set, A C X and E an equivalence relation on X. Then A is
said to be E-invariant if x € A and xFEy imply y € A for all z,y € X. For
co-analytic ranks we have the following definition of invariance.

65



4. Related questions

Definition 4.1.1. Let X be a Polish space and E an equivalence relation on
X. Moreover, let A C X be co-analytic and E-invariant. A co-analytic rank
p: A — wy is called E-invariant if

rBy = p(z)Ep(y)
for all z,y € A.

The next result, due to Solovay, states that if the equivalence relation F
in the definition above is analytic, then there exists an E-invariant co-analytic
rank ¢: A — wi. For a sketch of the proof, the reader is referred to the hint
of [19, Exercise 34.6].

Theorem 4.1.2 (Solovay). Let X be a Polish space and E an analytic equiv-
alence relation on X. If A C X is co-analytic and E-invariant, then there
exists an E-invariant co-analytic rank p: A — wy.

First let X be a Polish space and consider the equivalence relation ~j on
F(X) given by Fy ~p, Fy if and only if there is homeomorphism f: Fy — Fy. Tt
is clear that Iy, (X) is a ~p-invariant subset. We will now briefly argue that for
any Polish space X there exists a ~p-invariant co-analytic rank ¢: Fy,(X) —
wy if and only if X is o-compact. By Corollary 1.5.7 and Remark 1.5.4, the
Cantor-Bendixson rank is a ~j-invariant co-analytic rank on Fy,(X) when X
is o-compact. Below we prove the opposite implication.

Proposition 4.1.3. Let X be a Polish space. If there exists a ~p-invariant
co-analytic rank ¢: Fy,(X) — wi, then X is o-compact.

Proof. Assume for contradiction that X is not o-compact and that such a
rank exists. Then, by Remark 1.5.6, we obtain a ~j-invariant co-analytic
rank ¢: Fy,(w*) — wi. In particular, there is ap < wy such that ¢(F) < ag
for all discrete F' € Fy,(X). However, this contradicts Corollary 2.3.13 and
Remark 1.4.4. O

Combining Proposition 4.1.3 and Theorem 4.1.2, we may conclude that ~p
is not an analytic equivalence relation on F'(X) when X is not o-compact.

Next let X be a Polish space and consider the equivalence relation ~; on
F(X) given by Fy ~; I if and only if (Fy, d|g,) and (F1,d|r,) are isomorphic.
Once again, it is clear that Fy,(X) is ~-invariant. We will now, by applying
Theorem 4.1.2, argue that for any Polish metric space (X,d), there exists a
~j-invariant co-analytic rank ¢: Fy,(X) — wy.
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4.1.  Invariant ranks on Fy,(X)

Proposition 4.1.4. For any Polish metric space (X,d) there exists a ~;-
invariant co-analytic rank ¢: Fy,(X) — wi.

Proof. 1t suffices to prove that ~; is analytic. First, by Theorem 1.1.11, fix for
each n € w a Borel map py,: F(X) — X such that

{pn(F) |ncw} CF

is dense for all non-empty F' € F(X). Now define the Borel map ¢: F(X) \
{0} — RY*% given by

P(F) (i, ) = d(pi(F), pj(F))

foralli,j € wand F € F(X). Then for each F € F(X)\{0} the element ¢(F')
satisfies that the completion of w equipped with the pseudo metric 6(i,7) =
Y(F)(i, j) is isomorphic to (F,d|r). An element in R**“ which represents a
pseudo metric on w is called a code for a Polish metric space. It is shown in
[11, Lemma 4] that the equivalence relation of coding the same Polish metric
space (up to isometry) is an analytic equivalence relation. Thus ~; must be
analytic as well. O

Now we know that for any Polish metric space (X, d) there is a ~;-invariant
co-analytic rank ¢: Fy,(X) — wi. However, this result relies entirely on
Theorem 4.1.2, and the proof of this theorem is not constructive. Indeed,
as in the proof of Theorem 1.4.7, it is enough to prove the result for some
ITi-complete set such as WF. So this leaves us with the following problem.

Problem 4.1.5. For a general Polish metric space (X,d) find a concrete ~;-
invariant co-analytic rank ¢: Fy,(X) — wi.

If X is o-compact, then the Cantor-Bendixson rank has this property.
It is also easy to deduce that if (X, d) is an ultra-metric Polish space, then
for any dense sequence T in X, the presentation P = (X, d,T) satisfies that
op: Fry(X) — wy is co-analytic and ~;-invariant.

In general, we can for a Polish metric space (X, d) use the ranks constructed
in Chapter 2 to obtain a rank ¢: Fy,(X) — w;y such that

Fy~i FI = o(Fy) = o(F)

for all Fp, F1 € Fy,(X). Indeed, fix a Polish metric space (X,d) and let
Pr = (F,djp, F') for each F' € Fy,(X). Then put ¢(F) = o, (F) for all
F € Fy,(X). However, it seems unlikely that this rank is co-analytic in general.
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4.2 Uniformly bounded families of ranks

In Chapter 4 we saw that the family of induced ranks ¢p: Fy,(X) — wi, where
P varies over all presentations of some Polish space X, is uniformly bounded
by the Cantor-Bendixson rank if and only if X is compact. In this section we
will discuss questions related to this behaviour. A natural question to ask is
if this phenomenon holds more generally.

Question 4.2.1. Let X be a compact Polish space. Is the family of all reqular
co-analytic ranks on Fy,(X) uniformly bounded by the Cantor-Bendizson rank?

It is clear that the assumption of regularity of the ranks is necessary.
Indeed, we can easily construct a counterexample if the assumption is re-
moved. For each @ < w;y consider the rank vq: Fy,(X) — wi given by
Yo (F) = a+|F|cp. It will be co-analytic, as it induces the same prewellorder-
ing as the Cantor-Bendixson rank. Tt is also clear that the family {¢, | @ < w1}
is not uniformly bounded by the Cantor-Bendixson rank.

Unless one has an idea to construct a counterexample to Question 4.2.1,
the question seems hard to tackle. The following question might be easier to
begin with.

Question 4.2.2. Let X be a compact Polish space and for each i € I let
D;: F(X)— F(X) be a Borel derivative such that

{F e F(X)| D*(F) = 0} = Fy, (X).

Under what circumstances is the family of induced co-analytic ranks (¢p,)icr
uniformly bounded by the Cantor-Bendizson rank?

If the answer to Question 4.2.1 is positive, it will suggest that for a com-
pact Polish space X, the co-analytic subset Fy,(X) has a very rigid structure
of the co-analytic ranks it admits.

Generally, it would be interesting to investigate when this phenomenon
occurs and to find other examples of such families.

Definition 4.2.3. Let A be a co-analytic subset of a Polish space X and let
I be some index set. A family of co-analytic ranks ¢;: A — wq for i € [ is
said to be uniformly bounded if there is a co-analytic rank ¢: A — w; and a
function f: w1 — wy such that ¢;(x) < f(¢¥(x)) for all x € A and i € I.

Clearly, all countable families are uniformly bounded. Indeed, if ¢,: A —
w1 is a co-analytic rank for each n € w, then it follows by Remark 1.4.4 that for
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4.2.  Uniformly bounded families of ranks

every n € w there is f,,: w1 — w; such that ¢, (z) < fr(po(z)) for all x € A.
Hence f: w; — wy defined by f(a) = sup{fn(a)|n € w} will satisfy that
on(z) < f(po(x)) for all x € A and n € w. We are therefore only interested
in examples of uncountable uniformly bounded families of ranks.

Problem 4.2.4. Find examples of uncountable families of co-analytic ranks
that are uniformly bounded.

Finally, we should point out that it is not the case that the family (pp)s,
where P varies over all presentations of a Polish space X, is countable whenever
X is compact.

Proposition 4.2.5. The family {pp | P is a presentation of 2°} is uncount-
able.

Before we begin the proof, let us fix some notation. Let Pow = (2¢, dow, Z),
where Z is some countable dense sequence in 2% and

3-1.g-min{n€wlz(m)#y(n)} jf 5 Ly
d2w (x7y) = . .

0 if z=y
Moreover, if A = {s; € 2<% | i€ I} and B = {t; € 2<¥ | i € I} satisfy In(s;) =
In(t;), s; L sj, t; L tj and s; L t; for all 4,5 € I with i # j, we say that
A and B are compatible sets of initial segments. In this case, we define a
homeomorphism fj g: 2“ — 2“ given by

t;z it (Fel)(Fzew)z=s5;2
fap(x)=4q sz if (Fiel)Fzew’)ax=1tz
x otherwise

and call fa p the induced switch map.

Proof of Proposition 4.2.5. First we will for each 3 < n < w recursively con-
struct FY € Fy,(2¥) with ¢p,., (F2) = n and elements s%,t% € 2<% for each
u € 2773 such that

A) ={ste2<¥|ue2" 3} and By ={tte2< |ue2" 3}

are compatible sets of initial seqments and such that the induced switch map
fn: 2 — 29 satisfies pp,, (fu(FY)) =n— 1.

Let F§ = {0v,071¥,1¥, (1,1)°0}. Moreover, put sg = (0,1) and tg =
(1,0). Then it is immediate that g, (F3) = 3 and pp,., (f3(FY)) = 2.
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4. Related questions

Now assume that we have carried out the construction for some 3 < n < w.
Then let
F), = {0“3: |z € Fg} U {1“37 |z € FT?}

n
and for each u € 2773 put

sv.9 =0"sY Spi1 = 175, .8 =07t and "

n’ n’ n

~1 _ q1~u
—i—l_1 tn'

It is straightforward to check that ¢gp,, (FQ) = n and that ¢p,, (f(F2)) =
n — 1. This finishes our recursive construction.

Next for each 3 < n < w and u € 2"73, we put F,, = {1”“0“35 |z € FS},
54 =1""0"s% and t¥ = 1""0"t". Note that

A, ={5ue2"® and B,={a%|ue2"?}

are still compatible sets of initial segments and that their induced switch map
fa: 29 — 29 still satisfies @p,, (Fy) = n and @, (fu(Fp)) = n — 1 for all
3 < n < w. Hence for each y € 2% we have that

Ay = U {“|ue2"?} and B, = U {t4 | ue2n?}

new,y(n)=1 new,y(n)=1

are compatible sets of initial segments. Furthermore, if we let f,: 2¢ — 2% be
the induced switch map, then

©pp (fy(Fn)) =n <= y(n) =0.

So if we let P, = (Paw)y, for all y € 2¢, it follows by Proposition 2.3.11 that
op, # pp, for all z,y € 2¥ with x # y. O
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Part 11

Co-induction and invariant
random subgroups

This part constitutes an amended version of the paper

Alexander S. Kechris and Vibeke Quorning. Co-induction and in-
variant random subgroups. Preprint, 2018. arXiv:1806.08590

Parts of the article have been altered and rewritten to fit the format of the
thesis. In particular, more preliminary theory has been added, some comments
and explanations have been expanded and Chapter 9 is new.
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Chapter 5

Actions and invariant random
subgroups

In this part of the thesis we will be concerned with invariant random subgroups
and their connection to the measure preserving group actions. We will in this
preliminary chapter introduce the various notions and results that we need for
this part of the thesis. We assume the reader to be familiar with the basic
notions discussed in Section 1.1.

In the first section we introduce notions related to measure preserving
groups actions. In particular, we will discuss various properties that such ac-
tions can have and define the Polish space of all measure preserving actions of
a fixed countable group. In the second section we will define the relations of
weak containment and weak equivalence of measure preserving group actions,
with the goal of obtaining a compact Polish space of weak equivalence classes.
In the third and final section we will introduce the main notion of this part of
the thesis, namely the notion of an invariant random subgroup. We will see
that the set of invariant random subgroups of a fixed countable group admits
a natural compact Polish topology. Furthermore, we will establish the connec-
tion between the weak equivalence classes of the measure preserving actions
and the invariant random subgroups of a fixed countable group. Finally, we
will discuss the notion of a characteristic random subgroup, which is a special
kind of well-behaved invariant random subgroup.

Most of the results in this chapter are standard. Proposition 5.1.6 and
Lemma 5.3.5 can also be found in [22]. For a more thorough introduction to
the subjects of this chapter, the reader is referred to [20] and [10].
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5. Actions and invariant random subgroups

5.1 Measure preserving group actions

In this section we will focus on measure preserving group actions. We will
briefly discuss properties of such actions and define the Polish space of mea-
sure preserving actions of a fixed countable group.

First let us specify the underlying measure spaces that we are interested
in.

Definition 5.1.1. Let X be a standard Borel space. A Borel measure u on
X is a measure on the Borel sets of X. A Borel measure is called atomic if
w({x}) > 0 for some z € X.

If X is a standard Borel space and x € X, then the Dirac measure concen-
trated at x is the measure given by

5.(B) = 1 if z€B
’ 0 if 2¢B

for any B C X Borel. Clearly, every Dirac measure is atomic.

Definition 5.1.2. A standard probability space is a probability space (X, u),
where X is a standard Borel space and p is a Borel probability measure. If p
is non-atomic, we say that (X, u) is a non-atomic standard probability space.

If (X, u) is a standard probability space, Y is a standard Borel space and
f: X — Y is Borel, then the pushforward of u through f is the Borel proba-
bility measure v on Y given by

for all B C Y Borel. It is easily seen that (Y,r) is non-atomic if (X, p) is
non-atomic.

Let (X, p) and (Y, v) be standard probability spaces. A Borel map f: X —
Y is called measure preserving if u(f~1(B)) = v(B) for all Borel B C Y. Note
that if f is a measure preserving Borel isomorphism, then f~' is measure
preserving. In this case, we say that f is a measure isomorphism and call
(X, p) and (Y,v) isomorphic.

Recall that any two uncountable standard Borel spaces are Borel isomor-
phic. The next theorem states that there is only one (up to isomorphism)
non-atomic Borel probability measure to put on such spaces. A proof can be
found in [19, Theorem 7.41].
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5.1. Measure preserving group actions

Theorem 5.1.3. Any non-atomic standard probability space is isomorphic to
([0,1], \), where X is the Lebesque measure.

Note that if (X,,, un)n is a sequence of standard probability spaces, then
X = Il X, is a standard Borel space when equipped with the product
Borel structure. Moreover, there exists a unique Borel probability measure
= peppn on X satisfying that u (Il,ewBr) = yewpin(By) for all sequences
(Bn)n of Borel subsets of X with B,, # X for only finitely many n € w. Thus
we obtain that (X, i) is a standard probability space. The same holds for finite
products of standard probability spaces. If (Y,v) is a standard probability
space and n € wU{w}, we will use (Y™, ") to denote the standard probability
space (Il;<, Y, ;<pv). If (Y, v) is non-atomic, so is (Y™, v™).

Definition 5.1.4. Let I'y®X be a Borel action of a countable group I' on a
standard Borel space X. A Borel probability measure p on X is said to be
invariant if p(y-* B) = pu(B) for all v € T and B C X Borel. If y is invariant,
we say that Tv%(X, ) is measure preserving.

In other words, an action I'»*(X, ) is measure preserving if the map
x+— v %z from X to X is measure preserving for all v € T'.

A measure preserving action Tn?(X, p) is called free if p(Fixq(7y)) = 0 for
all v € '\ {e}, where

Fixe(v) ={z e X |y *x=12x}.

As we will see in Section 5.3, the non-free measure preserving actions will be
of great importance to us.

Two key properties of measure preserving actions are of special interest to
us.

Definition 5.1.5. Let I'y*X be a Borel action of a countable group I' on a
standard probability space X.

An invariant Borel probability measure p on X is said to be ergodic if any
Borel set A C X which satisfies u(AA (v-*A)) = 0 for all v € I' also must
satisfy p(A) € {0,1}. If u is ergodic, we say that the action I'v*(X, p) is
ergodic.

An invariant Borel probability measure p on X is said to be weakly mizing
if the action T~®” (X2, %) given by ~y .a? (z,y) = (v-*z,v-*y) is ergodic. If
w is weakly mixing, we say that the action I'v*(X, u) is weakly mizing.
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5. Actions and invariant random subgroups

Note that every weakly mixing action I'»*(X, x) must be ergodic. Indeed,
if AC X is Borel and u(AA(y-* A)) =0 for all vy € T, then

P2 ((AX AA((v -+ A) x (v-* A)) =0
for all v € T'. Hence, by ergodicity of a2, we obtain u(A4)? = u?(Ax A) € {0,1}.

Proposition 5.1.6. Let I'nn*(X, p) be weakly mizing and assume that p is
atomic. Then there is x € X such that p = §;.

Proof. Let x € X satisfy p({x}) > 0. Then the orbit of z satisfies
card({y-*z|yeT}) =n

for some n > 1 and, by ergodicity of a, we must have u({y-*z}) = % for all
~ € I'. Moreover, as the set {(’y Apytx)e X2|y€ F} is invariant under
the diagonal action a? and a is weakly mixing, we obtain that

1
Wy )} =
for all v € I'. Since we also have
2 a a 1
-ty t )l = o

for all v € T', we conclude that n = 1 and therefore that u = J,, as desired. [

In other words, if a measure is weakly mixing with respect to some Borel
action of a countable group, then it is either a Dirac measure or non-atomic.
This simplifies the process of checking if a weakly mixing measure is non-
atomic.

We will now construct the Polish space of measure preserving actions of
a fixed countable group. For the remainder of this part, we will assume that
(X, p) is a non-atomic standard probability space.

The measure algebra of u, denoted by MALG,,, is the algebra consisting
of the Borel subsets of X considered modulo p-null sets. This algebra can be
equipped with a Polish topology induced by the complete metric d,, given by

d,(A, B) = u(ALB)

for all A, B € MALG,,.

Let Aut(X, u) denote the group of measure isomorphisms of (X, ), where
we identify two isomorphisms if they agree almost everywhere. There are two
natural topologies on Aut(X, ) which turn it into a topological group.
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5.1. Measure preserving group actions

The weak topology on Aut(X,u) is the topology generated by the maps
pa: Aut(X, ) - MALG, given by pa(T) = T'(A), where A varies over all
elements in MALG,. A left invariant metric d,, on Aut(X,u) inducing this
topology is given by

dw(T,S) = Z 2_n_1N(T(An)AS(An))7
new
where (A,), € MALG,, is a dense sequence.
The uniform topology on Aut(X,u) is defined by the two-sided invariant
complete metric d,, on Aut(X, p) given by

du(S.T) = p({x € X | S(z) # T(2)}).

It is clear that the uniform topology is finer than the weak topology. More-
over, Aut(X, u) is a Polish group when equipped with the weak topology, while
the uniform topology is not separable (see [20, Section 1|). Recall that a Polish
group is a topological group whose topology is Polish.

Now fix a countable group I'. Each measure preserving action I'v*( X, )
can be represented by a group homomorphism hy: I' — Aut(X, ) given by
ha(y)(z) = v -* 2. We can therefore identify the space of measure preserv-
ing actions A(T, X, i) with the subset of Aut(X,u)" consisting of all group
homomorphisms. Both the uniform and the weak topology on Aut(X, ) sat-
isfies that A(T, X, ut) is closed in the induced product topology on Aut(X, u)'.
Hence A(T', X, u) is Polish in the topology induced by the weak topology on
Aut(X, ) and completely metrizable in the topology induced by the uniform
topology on Aut(X, p). If nothing is specified, we will assume that A(T", X, u)
is equipped with the weak topology. Later we will use the notation v* instead
of ha(7) for each a € A(T', X, ) and v € T.

In the next section we will consider a binary relation on A(T', X, i) for a
countable group I', namely the relation of weak containment, which is going to
play an important role for us. In the end of this section we will briefly discuss

a more classical relation, of which weak containment is a generalization.

Definition 5.1.7. Let I' be a countable group and a,b € A(T", X, u). We say
that a is a factor of b, and write a C b, if there is a measure preserving map
f: X — X such that f(y-*xz) =~ f(z) for all vy € T and almost all z € X.
The map f is called a factor map from b to a. If f is moreover a measure
isomorphism, we say that a and b are isomorphic and call f an isomorphism
of a and b.

We have that both ergodicity and weak mixing are passed on to factors.
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5. Actions and invariant random subgroups

Proposition 5.1.8. Let I" be a countable group and a,b € A(T', X, pn). IfaC b
and b is ergodic (resp. weakly mizing), then a is ergodic (resp. weakly mizing).

Proof. First assume b is ergodic and that ¢ C b. Let f: X — X be a factor
map from b to a and let A C X be Borel such that p((y-* A)AA) =0 for all
v € T'. Then put B = f~!(A) and note that we must have u((v-* B)YAB) =0
for all v € T'. Hence, by ergodicity of b, we obtain u(A) = u(B) € {0,1}, as
wanted.

Now assume that b is weakly mixing and that a C b. Then it is easy to
check that also a® C b?. Hence it follows from the first part that a? is ergodic
and therefore that a is weakly mixing. O

5.2 The space of weak equivalence classes

We will here introduce the notions of weak containment and weak equivalence
of measure preserving group actions. Moreover, we will see how to equip the
set of weak equivalence classes with a compact Polish topology.

The notion of weak containment of actions is motivated by the analogous
notion for unitary representations and is defined as follows: Let I' be a fixed
countable group and let a,b € A(T', X, ). We say that a is weakly contained
in b if for all Ag,...,A,—1 € MALG,, F C T finite and € > 0 there are
By,...,B,-1 € MALG, such that

(Y (Ai) N Aj) — u(*(Bi) N Bj)| < e

for all 4,7 < n and v € F. If a is weakly contained in b, we write a < b. If
a = band b < a, we say that a and b are weakly equivalent and write a ~ b.
It is easily seen that if a,b € A(I', X, 1) and a C b, then a < b. The converse
does not hold in general (see [10, Section 6]).

Another way to characterize weak containment is as follows: Fix an enu-
meration I' = {v; | ¢ € w} and let P; denote the set of all Borel partitions
of X into k pieces for each £ > 1. For each a € A(I', X, u), n,k > 1 and
P = (Ao,...,Ax_1) € Py, we let Mik(a) € [0,1]"***k be given by

My (a)(m, i, 7) = nlym(4:) N Ay)

for m <n and i,5 < k. Put

Cula) = {MPy(a) | P €D,
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that is, the closure of the set {M?F, (a) | P € Px} in [0,1]"*F*k_ Then it is
straightforward to check that we have

a=<b <= (Vn,k>1)(Cpi(a)

)

a~b < (Vn,k>1)(C,k(a) = C, k(b))

)

N
,BC)
N
—~~

=
~
~—

for all a,b € A(T', X, u).

Now consider the set of weak equivalence classes A(T', X, ) for a fixed
countable group I'. For each action a € A(I', X, pn) we let a € AT, X, p)
denote its weak equivalence class. By the above, the map ¢: AT, X, pu) —

[T, 451 F([0,1]"%<F) given by
v(a) = (Cn(@))np>1

is an injection.

Recall that F([0,1]"****) denotes the Effros Borel space of [0, 1]"***k.
It follows by Remark 1.1.10 that F([0,1]"*¥**) is a compact Polish space
when equipped with the Vietoris topology. We obtain a complete metric that
induces this topology as follows: Fix a complete metric d on [0, 1]**** with
diamg([0, 1]"***F) = 1 and let

Ok (K, L) = max inf d(z,y)

zeK yel
for all K, L € F([0,1]"***). Then
0 if L=K=1
dn (K, L) = {1 if ( L=0VK=0)AK#L

max {0y (K, L),0n x(L,K)} if K,L#0

is a complete metric on F([0, 1]"***¥) that induces the Vietoris topology.

It is proven in [1, Theorem 4| that the image ¢(A(I', X, u)) is a closed
subset of [[,, -, F([0, 1]7*kxFy - Therefore, by transferring back the subspace
topology, we obtain a compact Polish topology on A(T", X, u). Moreover, the
metric d on A(T", X, ) given by

d,(,@,v,@) = Z 2_n_kdn,k(0n,k(a>’Cn,k’(b))

n,k>1

is complete and induces the topology on A(T", X, ). We will for the remainder
of this part assume that A(T', X, u) is equipped with this topology.
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5. Actions and invariant random subgroups

5.3 Invariant random subgroups

We will now introduce the notion of an invariant random subgroup and estab-
lish a connection between the space of these and the space of weak equivalence
classes of measure preserving actions of the group. Afterwards we will con-
sider a special kind of invariant random subgroups, namely the characteristic
random subgroups.

Fix a countable group I" and let Sub(I") denote the set of all subgroups of
. We can identify each A € Sub(I') with its characteristic function in {0, 1}".
It is easily checked that with this identification Sub(I") is a closed subset and
hence a compact Polish space in the subspace topology. Moreover, if we for
each finite FF C T let

NE={AeT|FCA} and ML={AeT|FnA=0},
then the collection of sets
VF,K = N}l,: N M[F(,

where F, K C I" are finite, constitutes a basis of clopen sets for this topology.

Now consider the conjugation action I'~¢Sub(T') given by v-¢A = yAy~L.
It is easily seen to be continuous and the fixed points are exactly the normal
subgroups of I'.

Definition 5.3.1. Let I' be a countable group. An invariant random subgroup
of I is a conjugation invariant Borel probability measure on Sub(I"). We denote
by IRS(I") the set of all invariant random subgroups of I".

For any normal subgroup A < I' the Dirac measure §5 is an invariant
random subgroup. An invariant random subgroup can therefore be seen as
a random version of a normal subgroup. We also have the following more
interesting source of examples.

Example 5.3.2. Let I' be a countable group and a € A(I', X, u). Consider
the map stab,: X — Sub(I') given by

stabg(z) ={y el |y-*x=ux}.
It is straightforward to verify that this map is Borel and that it satisfies that
stabg (7 -* ) = 7 (stabg(z)) 71 = v - stab, ()

for all x € X and v € I'. Therefore we obtain that the pushforward of p via
this map, which we denote by type(a), is an invariant random subgroup of T'.
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5.8.  Invariant random subgroups

The example above allows us to construct invariant random subgroups by
use of measure preserving actions. In fact, by the result below, every invariant
random subgroup arises this way. A proof can be found in [2, Proposition 13].

Proposition 5.3.3. Let I' be a countable group and 0 € IRS(I"). There exists
a € AT, X, ) such that type(a) = 6.

Let I" be a countable group. We say that an invariant random subgroup
0 € IRS(T") is ergodic (resp. weakly mizing) if the action I'v¢(Sub(I),0) is
ergodic (resp. weakly mixing). Note that the action I'¢(Sub(I"), type(a)) is
a factor of T*(X, p) for any a € A(T', X, ). Hence if a is ergodic (resp.
weakly mixing), so is type(a). The converse does not hold in general. For
example, a € A(T', X, 1) can be a free non-ergodic action, but type(a) = de.
is weakly mixing.

We will now discuss the surjective map type: A(I', X, u) — IRS(T") given
by a — type(a). Note that all free measure preserving actions a € A(T', X, )
satisfy that type(a) = d;y. We are therefore mainly interested in the non-free
actions.

The next result describes how the map type interacts with the relation of
weak equivalence. The first part of the result below is proved in [1, Section 4].
A proof of the second part is found in [9, Proposition 5.1].

Theorem 5.3.4. Let I" be a countable group and a,b € A(T', X, ).

(1) If a >~ b, then type(a) = type(b).
(2) If T is amenable and type(a) = type(b), then a ~ b.

The previous theorem ensures that the map type: A(T, X, u) — IRS(T)
given by type(a) = type(a) is well-defined and, mo;(\agver, that type is a bijec-
tion when T is amenable. This clearly fails in the case of non-amenable groups,
as these have several weakly inequivalent free actions (see [32, Remark 4.3]).

Now we move on to consider the natural topology on IRS(I") for a fixed
countable group I'. First consider the space P(Sub(I')) consisting of all Borel
probability measures on Sub(I'). We have that P(Sub(I")) is a compact Polish
space in the topology generated by the maps p — [ fdu, where f: Sub(l') —
R is a continuous function (see [19, Theorem 17.22]).

We will next obtain a useful description of this topology. The collection of
positive basic sets

Ny ={A € Sub(T) | F C A},
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where F' C I finite, constitutes a family of clopen subsets which generates the
Borel structure of Sub(I") and is closed under finite intersections. Therefore it
follows from the 7-A Theorem (see [19, Theorem 10.1]) that if u, v € P(Sub(T"))
satisfy u(NL) = v(NE) for all finite £/ C T, then u = v. This fact together
with the compactness of P(Sub(I") yields the following useful lemma.

Lemma 5.3.5. Let ' be a countable group and (py)n, pp € P(Sub(I')). Then
fn — pasn — oo if and only if pn(NE) — p(NL) as n — oo for all finite
FCT.

Proof. The right implication follows directly from The Portmanteau Theorem
(see [19, Theorem 17.20]). For the left implication, assume that p, - p as
n — oo. By compactness, there is a subsequence (up,); and v € P(Sub(I'))
such that v # p and p,, — v as i — oo. Since v # p, there exists finite
F C T such that v(NL) # u(NE). Hence pi,,(NL) - p(NL) when n — oo, as
wanted. O

Next let I' be a countable group and consider the action I'»P(Sub(I"))
given by (v - u)(B) = u(y~! ¢ B) for all Borel B C Sub(T'). This action is
clearly continuous and hence we obtain that IRS(I") is closed in P(Sub(I")).
Therefore IRS(T") is a compact Polish space in the subspace topology.

It turns out that the topology on IRS(I") behaves nicely with respect to
the map type: A(T, X, u) — IRS(T"). A proof of the following theorem can be
found in [52? Theorem 5.2].

Theorem 5.3.6. Let I' be a countable group. The map type: AT, X, n) —
IRS(T") is continuous. In particular, it is a homeomorphism if I' is amenable.

If we let FR(T, X, p) = tlp/efl(é{e}), we obtain that FR(T", X, ) is a closed
subspace of A(', X, u). Note that FR(I', X, ) is the space consisting of all
the weak equivalence classes of the free actions of I'.

5.3.1 Characteristic random subgroups

In the last part of this section we will introduce the notion of a characteristic
random subgroup, which is a particularly neat invariant random subgroup.

Let T" be a countable group and let Aut(I") denote the group of automor-
phisms of I'. We have a natural action Aut(I')~ Sub(I") given by ¢-A = p(A).
Next let Inn(T") € Aut(T") denote the subgroup of inner automorphisms, i.e.,
the automorphisms given by vy — 770y~ ! for some v € I'. Then an invariant
random subgroup is a Borel probability measure on Sub(I') which is invariant
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5.8.  Invariant random subgroups

under the action of Inn(I')~ Sub(I"). We will now consider the Borel proba-
bility measures that are invariant under the action of the full automorphism

group.
Definition 5.3.7. Let I' be a countable group. A characteristic random sub-

group of T' is an automorphism invariant Borel probability measure on Sub(T").
We denote by CRS(I") the set of all characteristic random subgroups of I".

For any countable group I' we have CRS(I') C IRS(I"). Since Aut(I")
acts on Sub(I') by homeomorphisms, we also obtain that CRS(I") is closed in
P(Sub(I")) and hence compact Polish in the subspace topology.

We may naturally view Aut(I') as a subspace of I'''. It is straightforward
to check that Aut(I') C I'" is G and that Aut(T) is a topological group when
equipped with the subspace topology. Hence Aut(I") is a Polish group and it is
easily seen that the action Aut(I')~ Sub(T") is continuous. By use of Lemma
5.3.5, we also obtain the following result.

Proposition 5.3.8. Let T' be a countable group. Then Aut(I')~°P(Sub(T))
given by
(¢ 7 ) (B) = p(¢™!(B))

for all B C X Borel is continuous.

Proof. Assume (¢;)i, ¢ € Aut(T') and (u;);, p € P(Sub(I")) satisfy that p; — ¢
and p; — pas i — oo. Let F' C I' be finite. Since ¢; — ¢ as i — 0o, there is
N € w such that ¢; }(F) = ¢~ '(F) for all i > N. Therefore, as

(o 2 ) (NE) = (N ) and (o7 ) (V) = (VD ),
we must have
(i 7 i) (NE) = (¢ P p)(Np)

when i — co. Hence, by Lemma 5.3.5, we conclude that Aut(I")~%P(Sub(T"))
is continuous. t

The following corollary is a direct consequence of the previous proposition.

Corollary 5.3.9. Let T' be a countable group and let A < Aut(T") be a dense
subgroup. If 8 € P(Sub(I")) is invariant under the action of A, then 6 €
CRS(I').

Proof. For each 6 € P(Sub(I")) it follows by Proposition 5.3.8 that the set
{g@ e Aut(T) | o P 6= 9}

is closed in Aut(T). O
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In other words, in order to obtain characteristic random subgroups, it is
enough to ensure that a Borel probability measure on Sub(I") is invariant under
the action of some countable dense subgroup of Aut(I).
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Chapter 6

Co-induction of invariant
random subgroups

The main goal of this chapter is to develop a co-induction operation for in-
variant random subgroups. To be more specific, if ' < A are countable
groups, then there is a well-known co-induction operation cind? : A(T, X, u) —
A(A, XA/T AT Tt turns out that this operation descends to a well-defined

operation
cindf: A(T, X, 1) — A(A, XA/, p/T).

We will then construct a co-induction operation CINDS: IRS(I') — IRS(A)
such that the diagram

type
A(A, X, 1) ——— IRS(A)
cind [ CINDf?
AT, X, p) IRS(T)
type

commutes. This operation is going to be the foundation of the rest of this part
of the thesis, where we will apply it to obtain various families of well-behaved
invariant random subgroups.

In the first section we will examine the classical co-induction operation for
measure preserving group actions. We will give the definition, and present
various properties of this operation that will become useful in the following.
In the second section we will obtain the co-induction operation for invariant
random subgroups that we described above. The third section is devoted
to the study of continuity properties of both c/i\n/d% and CIND? for pairs of
countable groups I' < A. We will obtain a complete characterization of when
CIND® is continuous. Moreover, we will see that neither (in/dlé nor CIND? is
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continuous when [A : I'] = co. In the fourth and final section we investigate
properties of the co-induced invariant random subgroups. We will focus on
the case where [A : T'| = co. In this case, the co-induced invariant random
subgroups will always be weakly mixing and we can characterize when they will
be non-atomic. As a by-product we also obtain a complete characterization of
when a co-induced action is free.

Unless specifically stated otherwise, all results in this chapter have been
obtained in joint work with Alexander S. Kechris and can also be found in
[22].

6.1 Co-induction of actions

We will here review the co-induction operation for actions, which is an op-
eration that transforms an action of a subgroup into an action of the bigger
group. We will consider various properties of this operation. In particular, we
will establish that it descends to an operation on the weak equivalence classes

of measure preserving group actions.

Let I' < A be countable groups. Fix a transversal T C A for the left cosets
in A/T'; that is, a set of representatives for the left cosets. We have a natural
action op: A x T'— T given by

or(0,t) =t <= I = 6tT,
and a cocycle pp: A x T — T for this action given by
pr(6,t) = op(6,t) L6t

Now for a € A(T, X, 1) we obtain the co-induced action ar € A(A, X1, uT)
given by
(-7 f)(t) = pr(8~ 1)@ flor(671,1))

for all t € T. By considering the natural bijection tg: A/T" — T, we may view
the co-induced action ap € A(A, X2/T, uA/T) by letting

(697 £)(00T) = p(6~", 1 (8oT)) ™" - f(6"d0T)

for all §g € A.

We will now prove that the co-induced action is independent (up to isom-
etry) of the choice of transversal.
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Proposition 6.1.1. Let I' < A be countable groups. If T,S C A are transver-
sals for the left cosets in AJT and a € A(I', X, n), then the actions ar,ag €
A(A, XAT yATY are isomorphic.

Proof. First consider the map ¢: A/T" — T given by
L(50F) = Ls((S()F)_lLT((sor)
and note that

ps((;, LS((S()F)) = L((S(SoF)pT((S, LT((sor))L((SoF)il

for all 6,80 € A. So ¢: XA/T — XA/T given by o(f)(6oT") = t(6T) -* £(6oT)
will satisfy

p(0 -7 f)(6T') = 0% (f)(doT')
for all f € X2/F and 6,00 € A. Tt is therefore easily seen that ¢ is an
isomorphism of a7 and ag. ]

In light of Proposition 6.1.1, we will for each a € A(T', X, 1) let cind® (a) €
A(A, XA/ MA/F) denote the co-induced action with respect to some transver-
sal. Note that a is a factor of cindlé(a)‘p via the map f — f(I') from X/ to
X, hence a < cind® (a);r- We also have the following “chain rule”.

Proposition 6.1.2. Let A <T' < A be countable groups and a € A(A, X, ).
The actions cind2 (cind} (a)) and cind{ (a) are isomorphic.

Proof. Let T C A and S C T be transversals for the left cosets in A/T" and
I'/A, respectively. Then it is easily seen that T'S = {ts |t € T,s € S} is a
transversal for the left cosets in A/A. One may check that

ors(9,ts) = or(d, t)os(pr(d,t), s)
and hence that
pTS(57 tS) - pS(pT((Sa t)? 8)
forall s€ S,t €T and § € A.

Next consider the map ¢: (X)T — XT3 given by o(f)(ts) = (f(t))(s)
forallt € Tand s € S. Since

P(6-4)7 f)(ts) = (697 H)(®)) (5)
= (pr(6~1 )75 flor(371,0) (5)
= ps(pr(87,8), )7 (Flor (671, 1) (o5(pr (67, 8),9))
= prs(07t5) ™ o) (s (67, 9))
= (6775 () (ts)

87



6. Co-induction of invariant random subgroups

for all f € (X%)T and § € A, we conclude that cind® (cindR(a)) and cind{ (a)
are isomorphic, as wanted. O

The next result, due to loana, characterizes when the co-induced action is
weakly mixing. For a proof see [18, Lemma 2.2.].

Proposition 6.1.3 (Ioana). LetI' < A be countable groups and a € A(T', X, p).
(1) If[A :T] = oo, then cindf (a) is weakly mizing.
(2) If[A :T] < oo, then cind& (a) is weakly mizing if and only if a is weakly
mizing.
(8) The action Cindlé(a)‘p 1s weakly mizing if and only if a is weakly mizing.

Finally, we have the following result, due to Kechris, which ensures that
the co-induction operation is invariant under weak equivalence. The proof can
be found in [21, Proposition A.1].

Proposition 6.1.4 (Kechris). Let I' < A be countable groups and a,b €
A, X, ). If a = b, then we have cind? (a) < cind? (b).

Since any pair of isomorphic actions are weakly equivalent, it follows by
Proposition 6.1.1 and Proposition 6.1.4 that the map

cindf: AT, X, p) = A(A, X7 A1)

given by cindf (a) = cindf (a) is well-defined. In Section 6.3 we will address
the question of continuity of this map.

6.2 A co-induction operation on invariant random
subgroups
In this section we will use the connection between measure preserving actions

and invariant random subgroups to obtain a co-induction operation for invari-
ant random subgroups.

In the following, whenever we have countable groups I' < A, the normal
core of I in A is the subgroup corea (I') < T' given by

corepa(I') = ﬂ orst,
JSTAN
Clearly, corea(I') is normal in A and it is straightforward to prove that

corea(I') = (Ve tIt ™! for any transversal T C A for the left cosets in A/T.
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Theorem 6.2.1. Let I' < A be countable groups and T C A a transversal for
the left cosets in AJT'. There exists a co-induction operation

CINDA: IRS(T) — IRS(A)
such that

0 if F ¢ corea(T)

CIND{ (0)(NF) = {
[Ler 0N ,) if F Ccorea(T)
and CINDE (type(a)) = type(cind& (a)) for all a € A(T, X, ).

Proof. Let 6 € IRS(T") and fix a € A(T', X, u) such that type(a) = 6. We will
show that type(cind® (a)) € IRS(A) satisfies

0 if F ¢ corea(T)

e(cind® (a P) = '
type(cindr (a)) (NF) {HteTH(Ntr—lFt) ift F Ccorea(I)

First we will prove the following claim.
Claim: We have that type(cind® (a))(Sub (corea(I))) = 1 and
type(Cind% (a))| Sub(corea (T')) — type(cindlé(ah corea (F))

Proof of Claim: Let 0: A xT — T and p: A x T — T be given by
o(0,t) =t <= 6tl' =1t

and
p(d,t) = o (8,t)1ot.

Note that o(0,-): T' — T is the identity if and only if § € corea (T") for all 6 € A.
Now recall that for each a € A(T', X, 1) the co-induced action ar = cind? (a)
is given by

(397 PO = p57 07 Fo(571)

forallt € T, 5 € A and f € XT. Hence if 6 -%7 f = f, then

(f(t), f(o(671,1))) € Eq

for all t € T. Here E, denotes the orbit equivalence relation induced by the
action a. This implies that

p! (Fixa, (0) = p" ({f e XT |67 f=[}) =0
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for all § € A\ corea(I"). Therefore, since

XT\ stab, (Sub(coreA(F))) = U Fixq,.(9),
d€A\corep (T)

we obtain type(cind2 (a))(Sub(corea(I'))) = 1. Moreover,
staba, (f) € Sub(corea (")) <= stabg,.(f) = stabg,|coren (1) (f)

for all f € XT. Hence type(Cind%(a))\Sub(coreA(F)) = type(Cinde‘(a)koreA(F)L
as wanted. o

Next note that cind?(a)|cor%(p) = Il;eras, where a; € A(corea(T'), X, 1)
is given by v -% 2 = t~!4t % x for each t € T. Hence it follows from the claim
that

0 if F ¢ corea(T)
type([ [,er at)(proreA(F)) if F C corea(T)

type(cind2 (a)) (V2) — {

Therefore, as
F
type H at coreA( = H type( t 1Ft H 9 t 1Ft
teT teT teT

the conclusion follows. O

Note that it follows by the invariance of 6 that if 7,5 C A are both
transversals for the left cosets A/I", then

[T0Ne-1r0) = ] 0(No-17)-

teT seSs

So CIND2(f) does not depend on the chosen transversal.

An easy consequence of the previous theorem is that the type of the co-
induced action only depends on the type of the action.

Corollary 6.2.2. Let I' < A be countable groups and a,b € AT, X, u). If
type(a) = type(b), then type(cind? (a)) = type(cind& (b)).

Remark 6.2.3. If ' < A are countable groups and # € IRS(I"), we may
also view CIND£ (6) as an element of IRS(T'), since CINDS(6) is supported
on corea(I') < T'. Moreover, any group I' is contained in a countable group
A in such a way that for densely many ¢ € Aut(I') there is 6 € A such
that ¢(y) = 6y~ ! for all ¥ € I'. So we can use the co-induction operation
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CINDA to transform invariant random subgroups of I into characteristic ran-
dom subgroups of I'. In the case where I' is centerless, we may simply identify
I' with the subgroup of inner automorphisms in Aut(I'). We will show how
this strategy can be applied to construct characteristic random subgroups of
Fy in Chapter 8.

Let T' < A be countable groups. For each § € IRS(T") we can also obtain
CINDA(#) € IRS(A) in the following alternative way: Fix a transversal T' for
the left cosets in A/T" and § € IRS(T"). View 6 as a probability Borel measure
on Sub(A) and for each t € T define the Borel probability measure 6; on
Sub(A) to be the pushforward of § through the map A ~ tAt~! from Sub(A)
to Sub(A). Then

O(NE) = O(NE: 1)

HOO:HHt

teT

for all finite /' C A and

is a Borel probability measure on Sub(A)”. Moreover, we have an action
A~ Sub(A)T given by
§ - (At)ier = (0 gp(s-1,00 ier,

where o7: A x T — T is given by o7(d,t) = t if and only if §tI' = ¢{I". Next
note that 4 is invariant under a and that I: Sub(A)” — Sub(A) given by

I(Aer) = (| M

teT
is a Borel map. In fact, we have
I(6-“ (A)ier) = () 6M6™" =61 (Ad)ier) 67
teT

for all (A¢)ier € Sub(A)T and 6 € A. So if we let 0* denote the pushforward
of B through I, we obtain that 6* € IRS(A). To see that §* = CINDA (),
note that

_ H9t(N?) _ {O if F ¢ corea(T)

teT HteT ( tlFt) if FQCOI‘GA(F)

for all F C A finite.

Remark 6.2.4. The action An?(Sub(A)T, 0y) is weakly mixing when [A :
I'] = oo. Indeed, let b € A(T", X, ) satisfy that type(b) = 6 and consider the
map F: X2/ — Sub(A)T given by

F((xtF)teT) = (t Stabb(.%'tr) t_l)teT.

91



6. Co-induction of invariant random subgroups

It is straightforward to check that F is a factor map from cind?(b) to a.
Therefore, since cind? (b) is weakly mixing when [A : T'] = co, we obtain that
the same holds for a. From this we may also conclude that CIND% (6) is weakly
mixing when [A : I'] = co. We will also provide a short proof of this fact in
Section 6.4 without appealing to this alternative construction.

Remark 6.2.5. One can also define J: Sub(A)T — Sub(A) by
J(Ai)ier) = (A [ £ €T),
where (A; | £ € T') denotes the subgroup generated by |J,cp A¢. Then

J (8% (At)er) = 6J (Ag)eer) 0

for all (A¢)ier € Sub(A)T and § € A. So if we let 6** denote the pushforward
of 6 by J, then 0** € IRS(A) and 0** is weakly mixing when [A: '] = co.
We will discuss this operation a bit further in Section 9.1.

6.3 Continuity of co-induction

In this section we will consider continuity properties of the co-induction opera-
tions cind® : A(T, X, u) — A(A, X2/T, uA/T) and CINDS : TRS(T') — TRS(A)
for pairs of countable groups I' < A.

On the level of invariant random subgroups, we have the following complete
characterization of when the co-induction operation is continuous.

Proposition 6.3.1. Let I' < A be countable groups. The co-induction opera-
tion CINDE : TRS(T') — IRS(A) is continuous if and only if either [A: T] < oo
or corea(I") = {er}.

Proof. Tt is easily seen that if corea (I') = {er}, then CINDZ () = Ofepy for any
6 € IRS(T"). Therefore in this case, the co-induction operation is continuous.
If [A : T'] < oo, then the operation is continuous because the product in the
description of CINDA given in Theorem 6.2.1 is finite.

Conversely, assume [A : T'] = co and corea(I") # {er}. For each n € w
let 0, = 27"d¢¢) + (1 — 27")dr and note that 6, — dr as n — oo in IRS(T").
However,

CINDR (0,)(N£) = [ 0u(NE 1) = 0
teT
for any {er} C F' C corea(I') finite, while

CINDF (0)(Ng) = [ [ or (N i) =1
teT
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for all F' C corea(T") finite. Hence in this case, CIND® is not continuous. [J

Next, since type: A(I', X, u) — IRS(I') is a homeomorphism when I' is a
countable amenable group, we obtain the following corollary.

Corollary 6.3.2. Let I' < A be countable groups and assume that A is
amenable. The co-induction operation C/i\anlé: AT, X, u) — A(A, XA AT
is continuous if and only if either [A : T| < oo or corea(T") = {e}.

Next we will prove that the right implication of Corollary 6.3.2 holds in
general. Below we will for a countable group T let ip € A(T', X, u) denote the
trivial action, that is, the action given by ~ T x = x.

Proposition 6.3.3. Let I' < A be countable groups. If [A : T] = oo and
corea () # {e}, then cindf: A(T, X, ) — A(A, X, i) is not continuous.

Proof. Consider a sequence of actions (a,), € A(I', X, u) for which there exists
a sequence of Borel sets (Bp), C X such that u(By,) = 27", ayrxp, is free
and ay|rx(x\B,) 18 trivial for all n € w. Then, since

WANC) —p((y " A)nC)| <27"

for all v € T' and A,C C X Borel, we must have a, — ir as n — oo in
AT, X, u). Moreover,

type(an) =27 "d¢¢y + (1 —27")0r

for all n € w and hence it follows, as in the proof of Proposition 6.3.1, that
type(cindf (a,)) ~ type(cindf (ir)) when n — oo in TRS(A). So cindf cannot
be continuous. O

Let I be a countable group. For each a € A(T', X, ) and n € w U {w} we
let ™ € A(T', X™, u™) be given by

n

(v-* @) =~ f()

for all ¢ < n. Then the operation ¢ — a” from A(I', X, pu) to AT, X™, u™)
is well-defined by [10, Proposition 3.28]. Moreover, by arguments similar to
those above, we obtain the following result.

Proposition 6.3.4. Let T be a countable group. The map g — a* from
AT, X, pn) to AT, X%, u*) is not continuous when I" # {er}.
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Proof. Let (ap), € A(I', X, p) and (By,)n, C X be as in the proof of Proposition
6.3.3. Assume towards a contradiction that the map is continuous and that
I' # {er}. Then type(ay) — type(if) as n — oo in IRS(I"). However,

type(a,)({T'}) = p ({ [T Bn)}) =0

mew

for all n € w, while type(i2)({I'}) = 1. O

Remark 6.3.5. For each pair of countable groups I' < A with a fixed transver-
sal T for the left cosets in A/T" there is a connection between the continuity of
the map a + cind? (a) from A(T, X, u) to A(A, XT, uT) and the continuity of
the map a + a” from A(T', X,u) to AT, XT,uT). Indeed, it follows by [10,
Proposition 3.27 and Proposition 10.10] that the restriction operation b — br
from A(A, XT, uT) to AT, XT, uT") descends to a well-defined continuous op-
eration b — bp from AN, XT uT) to AT, XT, ™). Moreover, if tyt=! = v
for all t € T and v €T, then

Cindlé(a)‘p =al
for all a € A(T', X, ). Hence in such cases, if a + cind?(a) is continuous,
then so is @ — a”.

Remark 6.3.6. Our methods for proving the results in this section provide
no information about the continuity properties of the restricted map

cindf: FR(T, X, 1) — A(A, X2/T, 12T

for general pairs of countable groups I' < A. Nor do we know what happens
with the operation cind®: A(T, X, ) — A(A, X,p) in the case where [A :
I'] < 0o and the groups are non-amenable.

It is shown in [4, Theorem 1.2], by completely different methods, that the
operation g — a? from A(T, X, u) to A(T, X2, u?) is not continuous when T is
a non-abelian free group. As a corollary, the map

cindr*P s AL, X, p) — AT % (2/22), X2, 1)
is not continuous when I' is a non-abelian free group. Moreover, both of these
continuity results hold if we restrict the maps to the space FR(T', X, ). In
particular, this shows that the map ciﬁn/dﬁz AT, X, 1) — A(A, XAT ATy s
not necessarily continuous when I' < A are countable groups with [A : T'] < oo.
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6.4. Properties of the co-induced invariant random subgroups

6.4 Properties of the co-induced invariant random
subgroups

In this section we have collected a series of useful results concerning the prop-
erties of the co-induced invariant random subgroups.

The first result ensures that a co-induced invariant random subgroup is
weakly mixing when I' < A are countable groups with [A : T'] = oc.

Proposition 6.4.1. Let I' < A be countable groups with [A : '] = co. Then
cindf (9) € IRS(A) is weakly mizing for any 6 € IRS(T").

Proof. Let 8 € IRS(T") and a € A(T', X, u) be such that type(a) = 6. Then
cindlé(a) is weakly mixing by Lemma 6.1.3 and hence, by Theorem 6.2.1, so
is CIND&(6). O

The previous proposition highlights why the co-induction operation is use-

ful if one is interested in obtaining weakly mixing invariant random subgroups.

Next we will provide a characterization of when the co-induced invariant
random subgroup is non-atomic in the infinite index case. Below we will for
a countable group I and v € I write N$ instead of N{FV}. Moreover, for each
6 € IRS(I") we let

ker(f) = {vyeT | H(NWF) =1}.

Note that ker(f) is a normal subgroup of I'. Moreover, for any normal A €
Sub(I") we have ker(d5) = A. For the co-induced measure we have the following
result concerning the kernel.

Proposition 6.4.2. Let I' < A be countable groups. Then
ker(CINDA (0)) = coren (ker(0))
for any 6 € IRS(T).

Proof. Fix a transversal T for the left cosets in A/T" and let 6 € IRS(T"). Then
for 6 € A we have

5 € ker(CINDE (0)) <= 6 € corea(D) A (V€ T) O(NL5,) =1
— (VteT)6ctker(d)t™!
<= ¢ € corenp (ker(0)),

as wanted. O
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6. Co-induction of invariant random subgroups

The proposition above ensures that if CIND?(Q) is a Dirac measure, then
CIND%(Q) = Ocoren (ker(d))- By use of this fact we easily obtain the following
result.

Proposition 6.4.3. Let I' < A be countable groups with [A : T] = 0o and 6 €
IRS(T). If T C A is a transversal for the left cosets in AJT', then CINDE ()
is non-atomic if and only if there is v € corea(I") \ corea (ker(0)) such that

S (100 ) < o0

teT

and (N

i—1,¢) >0 forallt €T.

Proof. First note that CIND% (0) is weakly mixing by Proposition 6.4.1. Hence
it follows by Proposition 5.1.6 and Proposition 6.4.2 that CIND?(Q) is nomn-
atomic if and only if CIND{ () # Ocoren (ker(9))- Lhe latter is easily seen to be
equivalent to the statement in the proposition. O

It follows by Theorem 6.2.1 that if ' < A are countable groups and
a € AT, X, i), then cindf (a) is free if and only if CINDA (type(a)) = Ofer-
Moreover, note that for any v € I' we have

type(a)(Ny) = pu(Fixa(7)).

Therefore by similar argumentation as in the proof of Proposition 6.4.3, we
obtain the following characterization of when the co-induced action is free.

Proposition 6.4.4. Let I' < A be countable groups, a € AL, X, ) and let
T C A be a transversal for the left cosets in AJT. Then cind2 (a) is not free
if and only if for some v € corea(I") \ {er} we have

Z (1 — pu(Fixq(t'91))) < o0

teT
and p (Fixq(t™'t)) > 0 for all t € T.

Note that for any v € I" we have 1 — u(Fix,(v)) = du(7v%, 1), where
1 € Aut(X, p) denotes the identity map and d,, refers to the metric inducing
the uniform topology on Aut(X,u). Hence if [A : T'] = oo and the co-induced
action is non-free, then the conjugates of some v € corea(I') \ {er} under the
transversal 7' must uniformly converge very fast to the identity in Aut(X, u).

We end this section with a short discussion of cases where the image of
the co-induction operation is minimal. It is clear that if I' < A are countable
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groups and A < A is normal with A C T", then 6, € IRS(I") will satisfy that
CINDZ(6,) = 0. Thus all Dirac measures in IRS(A) with support in Sub(I")
are contained in the image of the co-induction operation. In some cases these
are the only ones.

Proposition 6.4.5. Let A be a countable group. If Z < A with [A : Z] = oo,
then any 6 € A(Z, X, n) satisfies CIND%(Q) = Ocoren (ker(6))-

Proof. Let n € w be such that nZ = corea(Z). For each t € T and m € nZ
we have t~'mt = +m. So, since §(N%) = O(NZ,,), we obtain

CIND{ (0) (N5) =1 <= m € ker(f)

and
CIND{ (0) (N5) =0 <= m ¢ ker(f),

as wanted. O

Note that if every co-induced invariant random subgroup is a Dirac mea-
sure, then every co-induced action will have almost everywhere fixed stabilizers.
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Chapter 7

New constructions of
non-atomic, weakly mixing
invariant random subgroups

In this chapter we will apply the co-induction operation for invariant random
subgroups that we developed in the previous chapter to construct new exam-
ples of continuum size families of non-atomic, weakly mixing invariant random
subgroups for several classes of groups.

In the first section we isolate a sufficient criterion for a pair of countable
groups I' < A that allows us to use the co-induction operation to construct
such families for A. In the second section we apply this criterion to construct
examples of these families for some classes of wreath products and HNN exten-
sions. In the third and fourth section, we will apply the co-induction operation
to construct such families for the non-abelian free groups and, more generally,
for certain free products of groups with normal amalgamation.

We should point out that for many of these classes of groups, other exam-
ples of such families have already been constructed. In [8] they use a completely
different technique (including Pontryagin duality and a deep result of Adian in
combinatorial group theory) to obtain continuum size families of non-atomic,
weakly mixing characteristic random subgroups for the non-abelian free groups
Thus these provide examples of such families for any group containing a non-
abelian free group as a normal subgroup. In [17] they obtain constructions of
continuum size families of non-atomic weakly mixing invariant random sub-
groups for the same class of wreath products as we will consider here and for
the non-abelian free groups. Their method is again different and involves what
they call intersectional invariant random subgroups. Other results concerning
invariant random subgroups of the lamplighter groups can be found in [7].
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subgroups

The results and constructions in this chapter have all been obtained in
joint work with Alexander S. Kechris and can also be found in [22].

7.1 A sufficient criterion

The goal of this section is to provide a sufficient criterion for an infinite index
subgroup to generate continuum many non-atomic, weakly mixing co-induced
invariant random subgroups of the bigger group.

For a countable group I" and a subset S C I" we let (S)r denote the sub-

group generated by S in I' and ((S))r denote the normal subgroup generated
by Sin I'.

Proposition 7.1.1. Let T' < A be countable groups with [A : T'| = oo and
consider the statements:

(1) There exists a transversal T = {t; | i € w} for the left cosets in AJT and
Y0 € corea(I') such that the chain of normal subgroups (Tk. 1~ ) kew given

by
Trrmo = ((t; oti | i > k))r

1s not constant.

(2) There exists a continuum size family (0;)icr € IRS(I') such that the
elements in the family (CIND%(QZ-))Z.GI € IRS(A) are all non-atomic,
weakly mizing and satisfy that CIND?(Gi) =+ CIND%(Qj) foralli,jel
with i # §.

(8) There exists 6 € IRS(T) such that CINDR () € TRS(A) is non-atomic.

(4) There exists € IRS(T) such that CINDR(#) € IRS(A) is not a Dirac

measure.

(5) For any transversal T = {t; | i € w} for the left cosets in AJT there is
Yo € corea () such that the chain of subgroups (L', )kew given by

Ty = (t; 0ts | § > k)r
18 not constant.
It holds that (1) = (2) = (3) = (4) = (5).
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7.1. A sufficient criterion

Proof. 1t is clear that (2) = (3) = (4). Below we will prove (1) = (2)
and (4) = (5).

For the implication (1) = (2), assume (1) holds for T" and ~y. We will
first construct one § € IRS(T') such that CIND&(#) is non-atomic and weakly
mixing. Afterwards we will argue how to obtain continuum many. Let

_ —k—15_
9 - Z 2 5Fk,T,’y0 :

kew

Then the non-constant assumption on the sequence (fk,Tﬁo) kew ensures that

Y0 ¢ corea(ker(#)), as for some j, k € w with j < k we have tj_lvotj & Tkt

Moreover, it follows directly by the definition of # that H(Ntr,lﬂ/ . ) > 0 for all
i 0lq

1 € w and that

Z (1 — 9<nglwoti)) < 0.

€W
The assumptions of Proposition 6.4.3 are therefore satisfied and hence we ob-
tain that CINDZ () is non-atomic. Since [A: I'] = oo, it will also be weakly
mixing by Proposition 6.4.1.

To construct continuum many of these, let N € w be least such that

TNt+1.7+ G TNy and let

=

2:2*4.

E<N+1

Next fix S C {0,..., N} such that for all k¥ € w we have t,;lfyotk ¢ TN+17T7’YO
if and only if k € S. For each r € (0,\) put

— S _ k— 1
b =rop,,  + A=y 4 > 27 e

N+1<k
and note that
Or(Np 1) =
for all k € S, while
G(Nivt)—ﬂNgwm)

for all k£ ¢ S. Hence, by the description of the co-induction operation given in
Theorem 6.2.1, we obtain that

A
CINDy H 9 k 'YOtk H 9 ty ’YOtk
kew kew\S
for all 7 € (0, A). We can therefore conclude that (CIND%(GT))TE(O A 18 a con-

tinuum size family of non-atomic, weakly mixing invariant random subgroups
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of A, as wanted.

For the implication (4) = (5), assume that 6 € IRS(I") satisfies that
CINDZ (6) is not a Dirac measure. Moreover, let T = {t; | i € w} be a transver-
sal for A/I". Then

CINDA (0) (Nf) = [T 0N )
teT

for all finite F' C corea(I'). Since CIND£(6) is not a Dirac measure, there
exists 79 € corea(I') such that CINDZ(6) (N%) € (0,1). So if we let b €
A(T, X, ) satisfy that type(b) = 6, then u(Fixy(t,'votm)) = Am < 1 for some
m € w and

D2 (1= (Fisy(t; 10t)) < oo.

By convergence of the series, it follows that there is some N € w such that
1 <{ZL‘ EX|(VyETNTAY 2= x}) > A

We can therefore conclude that t,,'yot,, & I'n1.~,, as wanted. O

Note that if I' in Proposition 7.1.1 is abelian, then all the statements are
equivalent. Moreover, the invariant random subgroups constructed in the proof
of (1) = (2) are not weakly mixing when restricted to I'.

Remark 7.1.2. In general, if ' < A is a normal subgroup, then T is a
transversal for the left cosets in A/T if and only if 77! = {t_l |t e T} is a
transversal, as well. Therefore in this case, the statement

(1°) There exists a transversal R for the left cosets in A/T and vo € T such
that the chain of normal subgroups (Ak, g~y )kew given by

Ao = ((rivor; " | i > k))r
1s not constant.

is equivalent to condition (1) in Propostition 7.1.1.

7.2 Wreath products and HNN extensions

We will in this section show how to apply the criterion in Proposition 7.1.1 to
obtain continuum size families of non-atomic, weakly mixing invariant random
subgroups for certain wreath products and HNN extensions.
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First we consider wreath products. Let G and H be countable groups and
consider the action G ®©g H given by g - f(g0) = f(g ' g0). The wreath
product of G by H is the semidirect product (BgH) x4 G, which is denoted
by H1G.

Construction 7.2.1 (Wreath products). We will here construct continuum
many non-atomic, weakly mixing invariant random subgroups for wreath prod-
ucts of the form H ! G, where G and H are countable groups such that G is
infinite and H is non-trivial.

Let ' = ®gH and A = H!G. Then I' < A is normal and G C A is a
transversal for the left cosets A/T". Fix an enumeration G = {g; | i € w} and
let hg € H \ {eg}. Define o € " by

( ) €H if ¢ 75 0
Yolgi) = :
' ho if i=0

Now since (fk,G,vo)kEW is not constant, the proof of (1) = (2) in Proposition
7.1.1 provides a construction of continuum many non-atomic, weakly mixing
invariant random subgroups of H 1 G. °

Let Q2 is a countable set and G a countable group with an action G*€QQ.
Consider the induced action GA® ©q H given by (9« f)(w) = f(g~ -“ w).
The semidirect product (o H) Xz G is called a generalized wreath product and
we denote such a wreath product by H g G. Arguments similar to those in
Construction 7.2.1 also work for H (o G when the action G*€ has an infinite
orbit with finite stabilizers.

Next we will consider HNN extensions over “small” subgroups. Let H be a
countable group, A < H a subgroup and ¢: A — H an embedding. The HNN
extension of H relative to A and ¢ is the group

G = (H,t|(Va€ A)t at = p(a)),

i.e., the quotient of the free product Hx(t) by ((t 'ate(a)™! | a € A)) gy We
will in our construction use the following theorem, which identifies an HNN
extension with a semidirect product. A proof can be found in [6, Theorem
17.1].

Theorem 7.2.2. Consider the HNN extension
G = (H,t|(Yac At at = ¢(a)),
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where H is a countable group, A < H and ¢: A — H is an embedding. Let
H, ={hy, | h € H} for each n € Z be a copy of H and put

F = (4pezH, | (Vj € Z)(Va € A) ajq1 = p(a);).
Then G = F xy, Z, where

Qb(hl h2 .. hf’k) = h11+1h222+1 T hfk-'i‘l

11 %o 7
for all ht,... h* € H and iy,..., i, € Z.

We will now show how to use this decomposition of an HNN extension to
obtain a continuum size family of non-atomic, weakly mixing invariant random
subgroups of certain HNN extensions.

Construction 7.2.3 (HNN extensions). We will here construct continuum
many non-atomic, weakly mixing invariant normal subgroups for HNN exten-
sions of the form G = (H,t | (Va € A) t~1at = p(a)), where H is a countable
group, A < H and ¢: A — H is an embedding such that ((AUp(A)))y # H.

Let F' and + be as in Theorem 7.2.2 so that G = F' %y Z. Put I' = F
and A = F x4 Z. Then Z C A is a transversal for the left cosets in A/T.
Now let A = ((AU ¢(A)))m and consider for each ¢ € Z the homomorphism
fi: Hi — H/A given by fi(h;) = eAif i # 0 and fo(ho) = hA for all h € H.
Then let f: T' — H/A be the homomorphism induced by (f;);cz. For a fixed
x € H\ A we must have f(zg) # e, while f(x;) = e for all i # 0. This implies
that

wo ¢ ((¢'(x0) | i € Z\{0})r = (2 | i € Z\{0}))r

and hence, using the proof of (1) = (2) in Proposition 7.1.1, we construct
continuum many non-atomic, weakly mixing invariant random subgroups of

G. o

The previous construction covers the case where ¢ is an automorphism of
a non-trivial normal subgroup of H. We also have the following application.

Corollary 7.2.4. If n,m € Z \ {0} are not relatively prime, then there are
continuum many non-atomic, weakly mizing invariant random subgroups of
BS(n,m) = (x,t | ta™t~ ! = 2™).

Proof. We have that BS(n, m) is the HNN extension of Z with respect to the
isomorphism ¢: nZ — mZ given by ¢(n) = m. So, since ((nZ U mZ))y =
ged(n, m)Z, it follows by Construction 7.2.3 that there are continuum many
non-atomic, weakly mixing invariant random subgroups of BS(n,m). O
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7.3 Non-abelian free groups

We will in this section turn our attention towards the non-abelian free groups.
First we will use the co-induction operation to construct continuum many non-
atomic, weakly mixing invariant random subgroups of Fo,. Afterwards we will
present a different construction that works for all non-abelian free groups.

Let F' be a free non-abelian group. A set S C F'is called a basis of F'if
is freely generated by S.

The idea in the first construction is to consider various semidirect products
of the form Fo, X, Z, where ¢ is induced by a permutation of some basis of
Fo. For each such semidirect product, we apply the co-induction operation
on a certain invariant random subgroup of F, to obtain a non-atomic, weakly
mixing invariant random subgroup of Fu, X, Z with support in Fo,. We will
moreover ensure that the restriction to Fo is weakly mixing and thereby obtain
a non-atomic, weakly mixing invariant random subgroup of Fq.

Since we need the co-induced invariant random subgroups to be weakly
mixing with respect to the action of Fo,, we cannot just apply Proposition
7.1.1 as we did in the previous section.

Construction 7.3.1 (F.). We will here construct continuum many non-
atomic, weakly mixing invariant random subgroups of F.

Fix a basis Foo = (b,ar | k € w). Let (Bg)r € X be a sequence of Borel
sets such that for each k,i,j € w we have u(By) = 27! and B;NB; =0if
1 # j. For each k € w put

A =X\ UBj
k<j

and fix a free action Foov* By,. Then define a € A(Fo, X, 1) by a -“z =z
if v € Ay and a;, -“ x = ap - x if v € Bj for some j > k. Finally, let b act as
a weakly mixing transformation on X to ensure that « is weakly mixing.

Next let S C w be infinite and let mg: w — w be a permutation which is
transitive on S and fixes every element of w \ S. Define ¢g: Z — Aut(F)
by ¢-(b) = b and ¢.(ak) = arzr) for all z € Z and k € w. Consider Ag =
Foo Xypg Z and let

0s = type (cind?s(a)m)o) = (CIND?S (type(o@))‘Sub(IF : € IRS(Fw).
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Note that fg is weakly mixing by Proposition 6.1.3 and that g is non-atomic,
since
05(N5®) = [ [ m(Fixalar)) € (0,1) < ke S
keS

for all £k € w. Moreover, this implies that whenever S,T C w are infinite
with S # T we have s # 7. Hence the family {s | S C w infinite} consti-
tutes a continuum size family of non-atomic, weakly mixing invariant random
subgroups of Fy. °

In the next construction we consider Fy, for some n € wU {w} with n > 2
and a certain copy of F inside F,,. The idea is to construct a continuum size
family of invariant random subgroups of F, such that the co-induced invariant
random subgroups constitute a family of non-atomic, weakly mixing invariant
random subgroups of I,,. We will moreover ensure that the obtained invariant
random subgroups are weakly mixing when restricted to this copy of Fo, as
well.

Construction 7.3.2 (Non-abelian free groups). Let n € wU{oo} with n > 2.
We will here construct continuum many non-atomic, weakly mixing invariant
random subgroups of Fy,.

Fix a basis F,, = (a; | i < n) and consider the surjective group homomor-
phism ¢: F,, — Z given by ¢(ag) = 1 and ¢(a;) = 0 for 0 < i < n. Then let
I' = ker(p) and note that

T = (ag"a;al | k € Z,0 <i < n).

The set {aa kaialg |keZ,0<i< n} freely generates I' as a copy of F inside
F,,. Moreover, the set T' = {a’oC | k€ Z} constitutes a transversal for the left
cosets in Iy, /T

Now for each A € (0,1) let (T)kez € Aut(X, ) satisfy that the action
induced by (T?,, T3, T}) is weakly mixing and

31 if |k| <2
p(Fix(T))) = { A if |kl =2
1—27F1 if |kl >2

for each k£ € Z. One way to choose Tg\l,TOA,Tf‘ is to decompose X as X =
X_1U XU Xy such that u(X_1) = u(Xo) = u(X1) = 37! and then let T} be

weakly mixing when restricted to X \ X; and trivial on X for j € {-1,0,1}.

Next define an action ay € A(T, X, u) by letting ag*ajaf -** x = T} (x) and

aakaialg gy =g foral l<i<nandk € Z. Then put 6y = type(ay)
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and note that all conditions of Proposition 6.4.3 are satisfied with respect to
a; € I'. Hence CIND# (6)) is non-atomic. Finally, since [F,, : I] = oo and

CINDI" () (NZir) = HeA =37 I @a-27h

a
keZ keZ\{-2,...,2}

for each A € (0,1), the family (CINDE”(H,\))AE(OJ) constitutes a continuum
size family of non-atomic, weakly mixing invariant random subgroups of F,.
In fact, since each ay € A(T', X, ) is weakly mixing, it follows by Proposition
6.1.3 that each CINDL" (63, sub(ry € IRS(T) is weakly mixing as well. .

Note that if in Construction 7.3.2 we did not care that CINDE“ (02)|Sub(r) €
IRS(T") is weakly mixing for each A € (0, 1), one could just omit the require-
ment that the action induced by (T, T3, T})) is weakly mixing.

Using an action similar to the one in Counstruction 7.3.2, we obtain the
following algebraic fact.

Corollary 7.3.3. Let s,wi,wa,... € Fo satisfy wi_lswi #* wj_lswj for all
i,] € w with i # j. Then the set

{w, swy, | n€w}
does not extend to a basis of F

Proof. Assume towards a contradiction that we may extend the set to a basis
of Foo. Then we would have that {w;lswn |n e w} generates a copy Fio of
F as a subgroup of Foo. So let a € A(Fuo, X, ) be an action such that
du((w;; tsw,)?, 1) # 0 for all n € w and

du((w;, 5w, )%, 1) = 0

as n — oo in Aut(X, u). Now, since the set extends to a basis, we may extend
a to an action b € A(Fs, X, ). Hence we obtain that

du((wy, ' swn)?, 1) = du((wy, sw,)", 1) = du((w,')’s"w], 1) = du(s”, 1)

for all n € w, which contradicts the convergence above. O

7.4 Free products with normal amalgamation

In this section we will use the co-induction operation to give constructions of
non-atomic, weakly mixing invariant random subgroups of certain free prod-
ucts of groups with normal amalgamation.
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Recall that if G and H are countable groups and A < G, H is a shared
subgroup, then we may form the group

G*AH:<G*H’(VCL€A)GG:CLH>7

where ag € G and ag € H denote the copies of an element a € A in the
groups G and H, respectively. Note that G x4 H is the quotient of the free
product G * H by ({(agay' | a € A))guu. Groups of this form are called free
products with amalgamation.

First we will consider free products without amalgamation and afterwards
argue how this construction generalizes to some free products of groups with
normal amalgamation.

Construction 7.4.1 (Free products). We will here construct continuum many
non-atomic, weakly mixing invariant random subgroups of G * H, where G
and H are non-trivial countable groups with H infinite. The invariant random
subgroups will have support in

I'=(lg,h]| g€ G,h € H)

and we can ensure that these invariant random subgroups are weakly mixing
when restricted to I' as well.

Let A = GxH. Consider the natural group homomorphism ¢: A - Gx H
and put I' = ker ¢. Then I' is freely generated by the commutators

I'={(lg,hl | g€ G\{eg},hc H\{en}),

where [g, h] = ghg~'h~!. Moreover, T = {gh | g € G,h € H} is a transversal
for the left cosets in A/T". Now fix g9 € G \ {eg} and hg € H \ {en}. For
each A € (0,1) let ay € A(T', X, ) satisfy that p(Fix,, ([g0,h0])) = A and
p(Fixq, ([g,h])) = 1 for all ¢ € G\ {eq,90} and h € H \ {en,ho}. Put
0 = type(ay) and note that

CIND%(OA) (N[ﬁo,ho}) - H O (Nfl;_lg_l[go,ho}gh> )
gheT

We have
h™'g™ g0, holgh = [h™", g™ g0llg ™" g0, L™ hol[h ™ ho, g~ H][g™H, AT
for all g € G and h € H. So [go, ho| or its inverse is in the word of
'™ g0, holgh
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7.4. Free products with normal amalgamation

if and only if
(guh) € {(erhal)v (eGaeH)a (90_1,61-[), (g()_17hal)} :

Therefore CIND2 (6)) (N§o,ho}) = \* and so (CIND?(Q,\)))\G(OJ) constitutes
a continuum size family of non-atomic, weakly mixing invariant random sub-
groups of A.

To ensure that the co-induced invariant random subgroups are weakly mix-
ing when restricted to ', let hy, ho, hg € H \ {eg} satisfy that hg, hi, ha, hs are
distinct and that h;hg # hs, hjhg' # h; for all 4,5 € {0,1,2,3}. Then modify
ay such that the action of

<[907 hl]’ [907 hQ]’ [907 h3]>

is weakly mixing and satisfies pu(Fixq, ([g0, hi])) = 1/3 for 1 < i < 3. Note that
the constrains on hg, h1, ha, hs ensure that at most one of [go, h;] satisfies that
it or its inverse is in the word

WY 97 g0)lg g0, A hol (R ho, g g, Y

when g € G and h € H. Moreover, as with [go, ho], each will appear exactly
four times. So we have

CINDR (62) (N 1) = A'372.

Once again, (CIND?(Q/\))Ae(O 1)

atomic, weakly mixing invariant random subgroups of A. These will now also

constitutes a continuum size family of non-

be weakly mixing when restricted to I' by Proposition 6.1.3. °

In order to generalize Construction 7.4.1 to some free products with normal
amalgamation, we note the following well-known simple fact.

Proposition 7.4.2. Let A and I be countable groups and ¢o: A — T" a surjec-
tie group homomorphism. There is an embedding ¥: IRS(T") — IRS(A) such
that if 6 € IRS(T) is ergodic, weakly mizing or non-atomic, then so is W(0).

Proof. First note that the map ®: Sub(T') — Sub(A) given by ®(A) = ¢~ 1(A)
is a continuous injection with image

d(Sub(I")) = {A € Sub(A) | ker(yp) C A}.

Therefore ®(Sub(I')) € Sub(A) is closed and ®: Sub(I') — ®(Sub(I')) is a

homeomorphism.
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subgroups

Next let § € IRS(I") and let #* denote the pushforward of 6 through ®.
Then
0 (NR) = (N 1)

for any finite F' C A. Hence 0* € IRS(A) and #* is supported on ®(Sub(T)).
Moreover, the map W: IRS(I') — IRS(A) given by ¥(0) = #* is injective and
continuous by Proposition 5.3.5. Therefore W(IRS(I")) C IRS(A) is closed and
U: IRS(I') — ¥(IRS(I")) is a homeomorphism. It is now straightforward to
check that if 0 is ergodic, weakly mixing or non-atomic, then so is ¥(6). [

Note that it follows by Proposition 7.4.2 that for any countable group I
there is an embedding ¢: IRS(I') — IRS(F).

Remark 7.4.3. Assume we are in the setting of Proposition 7.4.2 and its
proof. If § € IRS(I") and a € A(T', X, u) satisfy type(a) = 0, then the action
be A(A, X, ) given by 6 -° x = p(8) -2 2 will satisfy type(b) = ¥(6).

We can now apply Proposition 7.4.2 to obtain the following two construc-
tions.

Construction 7.4.4 (Free products with normal amalgamation). We will
here construct continuum many non-atomic, weakly mixing invariant random
subgroups of G x4 H, where G and H are countable groups, A < G, H is a
shared normal subgroup such that G/A is non-trivial and H/A is infinite.
First note that we have a natural surjective group homomorphism ¢: G x4
H — G/Ax HJ/A. Hence it follows by Proposition 7.4.2 that there is an em-
bedding ¥: IRS(G/A « H/A) — IRS(G x4 H) such that ¥(0) is non-atomic
and weakly mixing if 0 is non-atomic and weakly mixing. Now let (vx)xe(0,1)
denote the continuum size family of non-atomic, weakly mixing invariant ran-
dom subgroups of G/A* H /A obtained by Construction 7.4.1. Then the family
(V(0x))re(0,1) constitutes a continuum size family of non-atomic, weakly mix-
ing invariant random subgroups of G x4 H. °

Construction 7.4.5 (Countable free products). We will here construct con-
tinuum many non-atomic, weakly mixing invariant random subgroups of the
countable free products of the form ;¢ H;, where (H;); is a sequence of count-
able groups with Hj infinite and H; non-trivial.

This is done exactly as in Construction 7.4.4 by considering the natural
surjective group homomorphism ¢: *;c, H; — Hy * Hy. °
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Chapter 8

Characteristic random
subgroups of [9

In this chapter we will use the co-induction operation to construct continuum
many non-atomic characteristic random subgroups of Fo. Moreover, these
characteristic random subgroups will be weakly mixing with respect to the
action of Aut(Fz). Other examples of such families are already known. As al-
ready mentioned, in [8] they obtain continuum size families of non-atomic char-
acteristic random subgroups on the non-abelian free groups that are weakly
mixing with respect to the usual conjugation action of the group itself. Their
construction uses Pontryagin duality and a deep result of Adian in combinato-
rial group theory, whereas the construction we present here is very elemental.

Our idea is to identify Fy with the normal subgroup of inner automor-
phisms Inn(F2) < Aut(F2). Note that the action Aut(F2)~ Sub(F2) given by
¢ - A = p(A) corresponds to the conjugation action Aut(Fz)~ Sub(Inn(Fs)).
Therefore in order to obtain a continuum size family of non-atomic character-
istic random subgroups of Fy that are each weakly mixing with respect to the
action of Aut(F2), it suffices to ensure that Condition (1’) in Remark 7.1.2 is
satisfied for the pair Inn(F2) < Aut(Fz2). To do so, we will use small cancella-
tion theory, which is a useful tool to show that a given element of a non-abelian
free group does not lie in a specific normal subgroup.

In the first section we will briefly introduce the small cancellation theory
needed for our purposes. We will then prove the main result of this chapter,
which will allow us to conclude that Condition (1’) in Remark 7.1.2 is satisfied.
In the second section we will construct a continuum size family of non-atomic
characteristic invariant random subgroups of Fy that are weakly mixing with
respect to the action of Aut(Fs). This will be an easy consequence of the main
result from the first section.
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8. Characteristic random subgroups of Fa

All results and constructions in this chapter, except Theorem 8.1.2, have
been obtained in joint work with Alexander S. Kechris and can also be found
in [22].

8.1 Small cancellation theory

We will here present a few notions and a result from small cancellation theory.
Afterwards we will state and prove the main theorem of this chapter.

We will below consider the non-abelian free groups. So let n € wU{oco} with
n > 2 and choose a basis F,, = (a; | i < n). We will now fix some terminology.
A word is a product sgsy---si_1, where s; € {ai,ai_l | i < n} for all j < k.
We say that a word spsi---sp—1 is reduced if s; # sj_jl for all j < k—1, and
a reduced word sgsy - - - Sk_1 is called cyclically reduced if so # SI:I. We think
of an element x € F,, as represented by the unique reduced word sgsy - - - sg_1
such that x = sps1---skg_1. In particular, when we talk about a word or an
element of IF,,, we mean the reduced word that represents it. Moreover, we will
denote by |z| the length of this word. For a subset S C F,, we let S denote
the set of all cyclically reduced cyclic conjugates of the words in S and their
inverses.

Definition 8.1.1. Let n € w U {oco} be such that n > 2. A subset S C I,
satisfies the C"(1/6) cancellation property if whenever u € T, is an initial
segment of z,y € S with = # y, then |u| < ¢ min {|z, |y[}.

The next theorem highlights why this property is of interest to us. A proof
can be found in |24, Theorem 4.5 in Chapter V].

Theorem 8.1.2. Let n € wU {oo} be such that n > 2. If S C T, satisfies the
C'(1/6) cancellation property and z € ((S)) \ S is a cyclically reduced word,
then there is x € S such that |z| < |z|.

The previous theorem states that if we consider the normal subgroup ((S))
of F,, induced by a set S of words satisfying the C’(1/6) cancellation property,
then any cyclically reduced = € ((S)), which is not a cyclic conjugate of an
element in S, must be longer than the shortest element in S.

The goal for the rest of this section is to prove the following theorem.

Theorem 8.1.3. Fiz a basis Fo = (a,b) and let w = aba®b*- - - a"b" for some
n > 101. Then there is a transversal T for the left cosets in Aut(F3)/ Inn(Fy)
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8.1. Small cancellation theory

such that the set
{n(w) |neT}

satisfies the C'(1/6) cancellation property.

Fix a basis Fo = (a,b) and consider the automorphisms x,&, ¢, 9,7 €
Aut(F2) given by

7(b) = a, o(a) = ab, o(b) = b, Y(a) =a and (b) = ba.

Let Fri (¢, 1) denote the set of automorphisms generated by using only ¢ and
¥ (and not ¢!, 4~1). Then it follows by [12, Section 3| that

T: {p7 pT7 50-7 50-7—’ pg? pT£7 5057 50-7-57 pX? pTX? 60-X7
§oTXx, pEX, pTEX, Eo€X, Eotéx | o,p € Fry(p,¥), o # 1}

is a transversal for the left cosets in Aut(Fq)/Inn(F3). Note that 1 € Fr (¢, )
denotes the identity map. Consider also the word

w = aba’b?a®b® - a"b"

for some fixed n > 101. The rest of this section constitutes a proof of the fact
that the family

{n(w) [neT}
satisfies the C’(1/6) cancellation property. This is done by a case-by-case
analysis.
Put

wo = w = aba’b? - - ™"

wy =&x(w) =a a2 a0
wy = &(w) = atba"2b? - a7

ws = x(w) =ab ta*h? .. a"b "

wy = 7w = bab*a®- - ba™

ws = téx(w) = b ta b 202 b e
we = 7€(w) = b~ tab %a? - - b "a"

wy = tx(w) = ba 1b%a"? - b0

and let v; = w; L for all 0 < i < 7. Below we will use the following termi-
nology. For two words x,y € Fa a cancellation of x and y is a string u € Fy
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8. Characteristic random subgroups of Fa

which appears in the reduced cycles of both x and y. We say that w is a bad
cancellation of r and y if

Jul = 1/6 min {[z], [[y[|} -

Here || - || denotes the length of the induced cyclically reduced word. We call a
cancellation mazimal if it cannot be extended. The goal is then to prove that
there is no bad cancellation between any pair of words in the set

B = {p(wl)v£U(wl)>p(’uz)7ga(vz) | o,pE FrJr(gva)v o 7& 11 0<i< 7} :

Let

By = {p(wi), p(vi) | p € Fry(p,%), 0<i <7}
By = {&a(w;), o (vi) | o € Fry(p,¢) \ {1}, 0<i <7},

Then it suffices to prove that there is no bad cancellation among the words in
By, and then prove that there cannot be any bad cancellation between a word
from By and a word from B;.

Before we do this, we will prove two lemmas upon which most of the
remaining arguments are based.

To state the first lemma, we will for a word = € Fy let T € Fy denote
the word obtained from x by switching every negative power of a and b to be
positive.

Lemma 8.1.4. Let z,y € Fo, p € Fri(p,¥) and let q be a cancellation of
p(x) and p(y). Assume N € w satisfies that for any cancellation ¢ of x and y
the total number of a’s and the total number of b’s in € are both less than N.
Then

gl < (N +2) (Ip(a)] + [p(b)]) -

Proof. First let S € {¢,v} and u € {a,b} be such that u = a <= S = 1.
Assume that ¢ is a maximal cancellation of S(z) and S(y). By checking the
preimages of all possible neighbourhoods of ¢ in the reduced cycle induced by
S(z) and S(y), one finds that there is a maximal cancellation ¢ of z and y
such that q is equal to one of the strings:

S(c), uS(c), S(c)u™' or uS(c)ul.

Next for p € Fri (¢, v) we let Sp,...,Sn € {p, ¥} and ug, ..., uy € {a,b}
be such that p = Sy ---Spand u; =a < S; =9 forall 0 <i < N. Observe
that

plab) = abun Sy (un—1)(SnSn-1)(un—2) -+~ (Sn -+ - S1)(uo)
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8.1. Small cancellation theory

and |p(ab)| = |p(a)| + |p(b)|. Now let ¢ be a maximal cancellation of p(x) and
p(y). Then, by repeating the argument above, there is a maximal cancellation
c of x and y such that

IQI<IUN|+Z! )(uj-1)| + |p(c HZI Si)(us )| + uy'|

!p(ab)! + |p(e)]

<
< (N +2) (Ip(a)] + [p(®)]) ,

as wanted. O

Note that the proof above also shows that if C is the set of cancellations
between x and y, then for any cancellation g of p(x) and p(y) we have

gl <max{ |p(c)| |ceC}+2(p(a)] + |p(D)])-

The previous lemma provides a tool to bound the length of a cancellation
between two words in By from above. The next lemma bounds the length of
a word in By from below. We will in the following call z € Fy positive if x
consists only of positive powers of @ and b. Similarly, we say « € 9 is negative
if  consists only of negative powers of a and b. It is clear that if x is either
positive or negative, then |z| = ||z||.

Lemma 8.1.5. Let p € Fri (o, %) and z € {wo,vo,...,w7,v7}. Then

o) = ("5 = 20) (o)l + )

Proof. Tt is enough to consider wy,...,w7. If z € {wp, w1, wy, w5}, then

n(n—1)

o) = 2

(Ip(a)l + 1p(0)1) ,

since there is no cancellation.

For the remaining cases, we will begin with some observations. Assume
p, P+, p— € Fy satisfy that p = pp_ is reduced, p; is positive and p_ is nega-
tive. Moreover, let S € {¢,9} and v € {a,b} be such that u = a <= S =1.
Then S(p) = S(p+)S(p—). If both py and p_ are non-trivial, then S(p4) will
end with v and S(p_) will begin with v~!. Thus wu~! will be removed in
the product. Since pip_ is reduced, there will not be any other reduction in
S(p+)S(p-). Note also that S(py) is positive and S(p_) is negative. Lastly,
note that if instead p = p_p4 is reduced, then S(p) = S(p_)S(p+) is also
reduced.
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8. Characteristic random subgroups of Fa

Now let € Fy be neither positive nor negative and let p € Fri (¢, ).
Fix So...,Sy € {¢, ¢} and ug,...,uy € {a,b} such that p = Sy ---Sp and
u=a < S;=vy forall 0 <i<N.

First assume that S;--- Sp(x) is neither positive nor negative for all 0 <

j < N. Then for each 0 < ¢ < N we fix k; > 1 together with positive
p%m_), .. .p]("’;ﬂr) € Fo \ {er,} and negative pa.’_), ... ,p’(“iiﬁ) € Fo \ {er,} such
that for each 0 < ¢ < N there is a cyclically reduced cyclic conjugate of x and
of S;---So(x) of the form

1 1 2 2 k k
P, 4)P(0,)P{0,4)P0,-) " P0,)P(0,-)

and

1 1 2 2 ki1 ki1
Plit1,0)Plr1, 2P, 0Pl -) 7 Pl )P,y

respectively. Then kg > k1 > --- > ky and hence, by the observations above,
we have

N-1
lp(2) | = |p(@)| — 2knlun| — > 2kl Sx -+ Siga (us)]
i=0

> [p(T)] = 2ko (|p(a)] + [p(D)]) -

Next assume that 0 < j < N is least such that S; - - - So(x) is either positive
or negative. Then, as before, we may for each 0 < ¢ < j chose [; > 1 together
with positive q(lzﬁ), e q€;,+) € Fy \ {er,} and negative q(ll.7_), R qéi’_) € Fa\
{er, } such that for each 0 < i < j there is a cyclically reduced cyclic conjugate
of z and of S; - - - Sp(z) of the form

lo lo

1 1 2 2
(0,4)%0,—)90.+)%0,-) " 4(0,4)%(0,-)
and
1 1 2 2 liya liv1
464+1,+)496+1,)96+1,+)96+1,—) " q(i+1,+)q(i:1,f)’
respectively. Then Iy > 13 > --- > [; and hence, by the observations above, we
have

lo(@)ll = 1p@)] = > 20ilSw - - Sicea (w)|
1=0

> [p(T)] = 2lo (Ip(a)| + |p(B)]) -

Finally, note that for any z € {we, w3, we, w7} we can chose ko,lp = n in
the argument above. Thus, as

n(n—1)

p(2) = ———(lp(a)] +[p(b)]),
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we obtain
n(n—1
lo(2)] 2 ((2) = 20) (@] + o(8).
as desired. O
Note that ) ( 0
n(n —
S L A
8n < G < 2 n> ;

since n > 101. We will use this repeatedly below to conclude that there is no
bad cancellation in the various cases.
We will now begin to argue that there is no bad cancellation between two

words from By. The following decomposition will be useful. Form € {1,...,n}
let

wy' = a"b™ w'=a """ wy' =a"b ™"

wy' =b"a™ wg' =b""a"™ wr' =b"a"™.

Moreover, for m € {1,...,n — 1} put

wy' = g1 wy = bra! wg' = a™bm 1 wg = ab L.

Then for i € {0,...,7} we have, up to cyclic permutation, that

ol 2 n
Wi = Wy Wy« -+ Wy,

and that
1

p(wi)p(wy) - p(wy)
is a reduced word whenever each factor is reduced for all p € Fry (¢, ). How-
ever, the latter is not necessarily cyclically reduced. If for some k£ > 1 we have
p=¢Forp=1yForiec{0,1,3,4,5,7}, then

is cyclically reduced. If i € {2,6} and p ¢ {¢*,¢F | k € w}, then any pos-

sible reduction in the induced cycle of p(w})p(w?)--- p(w?) is contained in

n

p(wf)p(w;).

For the remaining part of this section, let =,y € {wo,vo,..., w7, v7} be
fixed.

Claim 1: If p € Fri(¢,%) and = # y, then there is no bad cancellation
between p(x) and p(y).
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8. Characteristic random subgroups of Fa

Proof of Claim 1: It is easy to check that N = 2n — 2 satisfies the assumption
of Lemma 8.1.4, since x # y. Hence any cancellation ¢ between p(x) and p(y)
satisfies

gl < 2n(lp(a)| + |p(B)]) -

Therefore, by Lemma 8.1.5, there cannot be any bad cancellation between p(z)
and p(y). o

In the following, we let

Ao =A{ep|peFri(p,v)} and Ay ={vp|p € Fri(p,¥)}.

Note that Fry(p,v) \ {1} = A, U Ay.
Claim 2: If p,o,n € Fry(p,v) with p = no and o # 1, then there is no bad
cancellation between p(x) and 7(y).

Proof of Claim 2: Note that either 0 € A, or 0 € Ay. Assume that we are
in the first case. Then the only powers of a occurring in o(z) are a and a~*'.
Hence any cancellation between o(z) and y is a substring of the cycle induced
by y that only contains these powers. Therefore it is easily seen that N = n+1
satisfies the assumptions of Lemma 8.1.4 and hence any cancellation ¢ between
p(x) and n(y) satisfies

gl < (n+3) (In(a)] + [n(b)]) -
Moreover, by Lemma 8.1.5, it holds that

1)

oIl = ("5 = 20 ) Gutal + Ino),

since |p(a)| + |p(b)| > |n(a)| + |n(b)|. Therefore there is no bad cancellation
between p(x) and 7(y). A similar argument applies if o € Ay. o

Now we will take care of the case where p1, p2 € Fry(p,1)) are distinct, but
none of them extends the other.

Claim 3: If py, p2,01,02,m1, M2 € Fry (o, ) satisfy
o1 € Ay, oy € Ay, p1 = N101 and  p2 =202,

then there is no bad cancellation between pi(z) and pa(y).

Proof of Claim 3: First note that o1(x) will only contain a and a~! as powers
of a, while o3(y) will only contain b and b~! as powers of b.

118



8.1. Small cancellation theory

We claim that for each ¢ € {0,...,7} and m € {3,...,n— 1} we have
that o1(w!) contains the string b' or b=! for some [ > 2. Indeed, o is of
one of the forms ¢”, 0'[1)¢<)0k, o or J?g@d)k for some k > 1 and 0¥ € Ay
By straightforward calculations, the statement is clearly true for o = ¢ or
o1 = oy*. To see that the statement also holds in the remaining cases, one
may consider pyF(w™) and 1 (w™), and then use the fact that o¥(a) = aub
and o(b) = bzb or o9 (b) = b for some positive u, z € Fa.

Similarly, for each ¢ € {0,...,7} and m € {3,...,n— 1} we have that
o2(w!™) contains the string a! or ™! for some [ > 2.

Now let 4,5 € {0,...,7} satisfy that € {w;,v;} and y € {w;,v;}. Then
any cancellation ¢ between o1 (z) and o2(y) is contained in either

m

o1 (w] Moy (w]) oy (w) oy (wi)oy (w)),

mtL)

o1 (wi*)o1(w;

or in one of their inverses for some m € {3,...,n — 2}. Therefore, by Lemma
8.1.4, we have

gl < 3n(lp1(a)| + [p1(0)])

and hence, by Lemma 8.1.5, we obtain |g| < ||p1(2)]|.
Similarly, any cancellation g between o1 (x) and o2(y) is contained in either

oo (W] oa (W] oo (w] oo (w? oo (w?h),
02(w§n)02(w;n+1)
or in one of their inverses for some m € {3,...,n — 2}. Therefore, by Lemma

8.1.4 and Lemma 8.1.5, we also have [g| < #||p2(y)||. Hence there cannot be
any bad cancellation between pq(z) and pa(y). o

Putting together Claim 1, Claim 2 and Claim 3 we may conclude that
there is no bad cancellation between two words in By, i.e., that By satisfies
the C’(1/6) cancellation property.

We will now prove that there is no bad cancellation between a word from
By and a word from B;. To do so, let Ag, = {gpk | k> 1}, AY = {wk | k> 1}
and

Al = {nsow’“mwsok | k>1ne€ Fr+(so,w)}-

Then Fri(e,v) \ {1} = Ag L A% U AL, We will still consider fixed z,y €
{wo,vo, ..., wr,v7}. Let also i,j € {0,...,7} be fixed such that z € {w;,v;}
and y € {wj,v;}.
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Claim 4: If p,o € Fri(p,9) with p = 1 and ¢ # 1, then there is no bad
cancellation between p(x) and &o(y).

Proof of Claim 4: This follows by the same arguments as the ones used in the
beginning of the proof of Claim 2. o

Claim 5: If (p,0) € A, x Ay or (p,0) € Ay x Ay, then there is no bad
cancellation between p(x) and o (y).

Proof of Claim 5: This follows by arguments similar to those in the beginning
of the proof of Claim 3. o

Claim 4 ensures that we may assume that both p,¢ € Ag U ASZ) L AL
Moreover, by Claim 5, there is no bad cancellation between p(z) and {o(y) in
the case where p € Ag and o € Ag} or in the case where p € A% and o € A?a.
Through the next three claims, we prove that there is no bad cancellation
within each of these sets.

Claim 6: If k,I > 1, then there is no bad cancellation between *(z) and
e (y)-

Proof of Claim 6: Consider ¢'(u) and £¢!(z) for u,z € {wo,vo,...,wr,v7}
and ¢t > 1. Within each of these words either all the powers of a are positive
or all the powers of a are negative. Below we have put these observations into
a table. Here 4+ and — refer to the sign of the occurring powers of a.

| wo | i | wa | ws | wa | ws | ws | wr

3 I e e e e I e

|+ |- |- |+ |+|—-|+]|-

It is easily seen that if the signs of the powers of a do not match, then there
is no bad cancellation between ¢*(z) and &' (u) for the corresponding u,z €
{wo,vo, ..., wr,v7}. Assume therefore that the sign of the powers of a in
©*(z) and the sign of the powers of a in &¢!'(y) match. Then the signs of
the powers of ¢ in « and y do not match. We assume that the powers of a
in z are negative and that the powers of a in y are positive. The other case
is handled similarly. If 2 = w;, then the string (p*(a™1))? = (b~%a"1)? is
contained in ¥ (w™) for all m € {3,...,n —1}. If z = v;, then the string
(b=%a=1)2 is contained in ¢*(w!)~! for all m € {3,...,n —1}. Similarly,

120
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if y = w;, then the string (£¢'(a))? = (a~'8")? is contained in fgpl(w;”) for
all m € {3,...,n—1}. If y = vj, then the string (a~!6")? is contained in
£g0l(wjm)_1 for all m € {3,...,n — 1}. Moreover, the string (b=*a=1)? does
not appear in £p'(y) and the string (a='6")% does not appear in ¢*(x). Any
cancellation ¢ between ¥ (z) and £p'(y) is therefore contained in either

" (WP k(Wi (wi)* (0] (w}),

m

PP (w]")* (w )

or in one of their inverses for some m € {3,...,n —2}. Similarly, ¢ is also
contained in either

gt (Wi Mg (whhEe (wi) € (w?)ge! (wd),

Epl (wiMee! (W)
or in one of their inverses for some m € {3,...,n — 2}. Therefore, by Lemma
8.1.4, we have

lgl < 3nmin {|¢* ()| + 50, [66'(@)] + I ()|}

and hence, by Lemma 8.1.5, there is no bad cancellation between ¢*(z) and

f@l(y)- o

Claim 7: If k,1 > 1, then there is no bad cancellation between *(z) and
&Yt (y)-
Proof of Claim 7: First consider the sign of the powers of b occurring in ¢*(u)
and &Y(z) for u, z € {wo, v, ..., wr, v7}.
Lwo | wr [wp [ ws | wa | ws | ws | wr
Gl e e e s
G+ |- |+ - |+ |-1- |+

e e e e
Gt — |+ |-+ |-|+|+]-

It is easily seen that if the sign in two cells does not match, then there is
no bad cancellation between 1*(u) and &!(z) for the corresponding u,z €
{wo,vo, ..., w7,v7}. In the case where the signs of the powers of b are the
same, one may use a similar argument as the one in Claim 7. Assume first that
the signs of b are both positive. If x = w;, then the string (ba”)? is contained
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in F(wm) for all m € {3,...,n—1}. If 2 = v;, then the string (ba*)? is
contained in ¢*(w™)~! for all m € {3,...,n — 1}. Similarly, if y = w;, then
the string (ba~")? is contained in &ﬁl(w}”) forallme {3,...,n—1}. If y = vy,
then the string (ba=")? is contained in {W(wjm)_l for all m € {3,...,n—1}.
Moreover, the string (ba*)? will not be contained in &'(y), while the string
(ba=")2 will not be contained in ¥ (x). Thus one may deduce, as in the proof of
Claim 6, that there cannot be any bad cancellation between ¢*(x) and &' (y)
in this case. In the case where the powers of b are both negative a similar
argument will apply. o

Claim 8: If p,o € A, then there is no bad cancellation between p(z) and
§a(y).

Proof of Claim 8: First let k > 1. By considering the form of ¥*(z) and
¥ (2) for the words z € {wo,vo,...,wr,v7}, one finds that for every n €
Fry (¢, 1) the words ¥ (z) and npi*(z) will contain at most one occurrence
of one of the strings

ab~ta, a tvtat, ba"'b or b lab?

for some ¢ > 1. Moreover, for all » € {0,...,7} and m € {2,...,n — 1} the
words Ny (w™) and ne* (w™) contain at least one of the strings

abla, a b tat, ba'b or b la7tp7!

for some t > 1. This is again straightforward to check by considering the form
of 9" (w;) and * (w;").
The above implies that p(x) contains at most one of the strings

ab”ta, a tta™t, ba"th or b latp7!

for some ¢ > 1. Moreover, for all m € {2,...,n — 1} the word p(w]") contains
at least one of the strings

abla, a b ta™t, ba'b or b la7tp!

for some t > 1.
Conversely, the above also implies that {o(y) contains at most one of the
strings
abla, a b tat, ba'b or b la7tp!

for some ¢ > 1. Moreover, for all m € {2,...,n — 1} the word {o(wj}") contains
at least one of the strings

ab~ta, a tta™t, ba"'b or b lalb!
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8.1. Small cancellation theory

for some ¢t > 1.

Therefore, by making considerations and use of Lemma 8.1.4 and Lemma
8.1.5 as in the proofs of the previous claims, we may conclude that there cannot
be any bad cancellation between p(z) and o (y). o

Finally, we will prove that there is no bad cancellation between p(x) and
¢o(y)if pe Al and o € Ag U A%.

Claim 9: If p € Al and 0 € Ag U A%, then there is no bad cancellation
between p(x) and o (y).

Proof of Claim 9: From earlier results it is enough to consider the case where
p,0 € Ay or p,o € Ay. Assume that we are in the first case and let [,k > 1 be
such that o = ¢* and p = ¢'n for some 1 € Ay. Then the only possible powers
of b occurring in p(z) are b, b=, 0", b4, b1 b~!=1. Hence if ¢ is a cancellation
between p(z) and o(y), then there is m € {1,2,...,n =7} or t € {0,...,6}
such that ¢ is contained in either

1

n—t |
j J

n—t+1
; k ) ..

J

; Jo(wj) - o(w;™ )

Jo(w;)o(w;

o(w? "o (w

or in one of their inverses. Therefore, by Lemma 8.1.4, we obtain
gl < 8n(|o(a)] +|o(b)])

and hence, by Lemma 8.1.5, we have || < |[o(y)|.
To see that |g| < ||p(z)||, assume first that [ > k. Then, by Lemma 8.1.5
and the fact that |p(a)| + [p(b)| > |o(a)| + |o(b)|, we have

ol = ("5~ 20) ota)] + )

> (M5 2] (o)l + foto))

> 6lql,

as wanted. Next assume that [ < k. Then each of b and b~—! occurs at most
once in o(y). However, by the arguments in Claim 3, we have that for all

m € {3,...,n — 1} there is ¢ > 2 such that a’ or a=* occur in n(w!). Hence
' or b=! occur in p(w™) for all m € {3,...,n — 1}. Therefore ¢ is contained
in either

p(w] ) p(wi =) p(w ") p(wi)p(w}) p(w?) p(w}) p(wi) p(ws),
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p(w ) p(wi) p(wi ) p(wi™ )
or in one of their inverses for some m € {4,...,n — 3}. Thus we obtain

gl < 5n(lp(a)] + |p(b)])

and hence, by Lemma 8.1.5, we get |q| < #[|p(z)]|.
We may therefore conclude that there is no bad cancellation between p(x)
and &o(y). If p,o € Ay a similar argument works. o

Putting all the claims together we finally have a proof of Theorem 8.1.3,
which was the goal of this section.

8.2 Application to characteristic invariant
subgroups

In this section we apply Theorem 8.1.3 to ensure that Criterion (1’) of Remark
7.1.2 is satisfied for the pair Inn(Fy) < Aut(F2). We use this to construct a
continuum gize family of non-atomic characteristic random subgroups of Fy
that are all weakly mixing with respect to the action of Aut(Fa).

Construction 8.2.1 (Characteristic random subgroups of Fs.). We will here
construct continuum many non-atomic characteristic random subgroups of F.
These characteristic random subgroups will moreover be weakly mixing with
respect to the action of Aut(Fyg).

Fix a basis Fo = (a,b) and let w = aba®b?---a™b"™ for some n > 101.
Moreover, by Theorem 8.1.3, we may choose a transversal T for the left cosets
in Aut(Fs)/Inn(F2) such that the set

{n(w) |neT}

satisfies the C’(1/6) cancellation property. Next fix an enumeration T =
{ni | 1 € w} such that ny is the identity. Then, since it follows by Lemma
8.1.5 that [|n;(w)|| > |no(w)| for all i > 1, we must have

no(w) & ((ni(w) | i = 1))r,

by Theorem 8.1.2. This ensures that Condition (1’) of Remark 7.1.2 is satisfied
for w and T. Hence it follows by Proposition 7.1.1 that we may construct a
continuum size family of non-atomic invariant random subgroups of Inn(FFy)
which are moreover invariant and weakly mixing with respect to the conjuga-
tion action of Aut(F2). By use of the natural identification of Fo with Inn(FFy),
we obtain continuum many characteristic random subgroups of Fo which are
weakly mixing with respect to the natural action of Aut(Fs). .
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The method for constructing characteristic random subgroups of Fy pre-
sented above is rather elemental. We end this section by discussing the possi-
bility of generalizing the idea behind the construction to a general non-abelian
free group.

Let n € wU{oo} with n > 2 and fix a basis F,, = (a; | i < n). Forallz € F,
and 4, j < n with i # j consider the automorphisms p., ¢;,¥; ; € Aut(F,) given

by p. () = 2221,

%(ak)_{ak it k£i

apt if k=i

and

ag if k#£i
©ijlar) =

apa; it k=1

Moreover, let

Autf(IFn) = <pZ7 ©iy w%]

It follows by [24, Proposition 4.1 in Chapter 1| that Auts(IF,,) = Aut(F,) if
n € w, and that Auts(F) is dense in Aut(F.,). Hence in order to obtain
continuum many non-atomic characteristic random subgroups on F,, that are

z€Fn, i,j <n, i#j).

weakly mixing with respect to the action of Aut;(IF,,), it suffices to find z € I,
and a transversal 1" for the left cosets in Aut(IF,,)/Inn(F,) such that

(1) {n(x) | n € T} satisfies the C’(1/6) cancellation property.
@) In@)| > |z for all 5 £ 1.

Indeed, if (1) and (2) are satisfied, then the argument in Construction 8.2.1
works.
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Chapter 9

Related questions

This chapter contains a discussion of some questions related to the subject of
this part of the thesis. We have seen several examples of classes of countable
groups that admit a continuum size family of non-atomic, ergodic invariant
random subgroups. In the first section we will examine the question of which
groups admit such a family. First we briefly review some well-known results
concerning this question. Afterwards we discuss the operation mentioned in
Remark 6.2.5 and the possibilities for it to be used to come up with new
examples of groups with such continuum size families. In the second section we
will consider the multiplication operation x: A(T, X, u)* — A(T, X2, u?) and
discuss its continuity properties for different countable groups I'. As we have
already hinted at in Remark 6.3.5, the continuity of this operation is closely
related to the continuity of the co-induction operation (jg/dlé: AT, X, u) —
A, XA/T AT in the case where I' < A are countable groups with [A :
I'] < oo, and in this case we have not completely settled when the co-induction

operation is continuous.

9.1 Groups with many invariant random subgroups

In the past decade it has been of great interest to study the structure of the
ergodic invariant random subgroups of various classes of groups. As every
atomic, ergodic invariant random subgroup is induced by a subgroup with
only finitely many conjugates, it is natural to focus on the non-atomic, er-
godic invariant random subgroups. We will first discuss the question of which
groups admit continuum many such invariant random subgroups and after-
wards discuss a possible strategy for obtaining new examples of groups with
this property.
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9. Related questions

We have seen several examples of classes of groups that admit continuum
many non-atomic, ergodic invariant random subgroups, namely certain classes
of wreath products, HNN extensions and free products with normal amalgama-
tion. Other such examples include the group of finitely supported permutations
of w, every weakly branch group and every group containing a non-abelian free
group as a normal subgroup (see [33], [3] and [8], respectively).

Conversely, there are also groups with no non-atomic ergodic invariant ran-
dom subgroups. These include lattices in simple higher rank Lie groups, the
simple Higman-Thompson groups, certain inductive limits of finite alternating
groups and the groups PSL,,(k), where k is an infinite field and m > 2 (see
[28], [13], [30] and [26], respectively). Finally, for certain limits of finite sym-
metric and alternating groups there are only countably many ergodic invariant
random subgroups and these have all been classified (see [29], [30] and [14]).

In light of the above, it seems natural to ask the following question.

Question 9.1.1. Which groups admit a continuum size family of non-atomic,
ergodic invariant random subgroups?

Note that in Proposition 7.1.1 we isolate the following algebraic condition
on a countable group, which ensures that the group admits continuum many
non-atomic, ergodic invariant random subgroups.

Proposition 9.1.2. Let A be a countable group. If there exists a subgroup
I' < A with [A : T] = oo together with a transversal T = {t; | 1 € w} for the
left cosets in AJT and o € corea(I") such that the chain of normal subgroups
(Tr, 10 )kew given by

Tirmo = ((t; oti | i > k))r

is not constant, then A admits continuum many non-atomic, weakly mixing
mvariant random subgroups.

In Remark 6.2.5 we point out another operation one can consider in order
to construct weakly mixing invariant random subgroups of a countable group.
Recall the construction below.

Assume that I' < A are countable groups and fix a transversal T for the
left cosets in A/T". Now fix # € IRS(") and view 6 as a probability Borel
measure on Sub(A). For each ¢ € T define the probability Borel measure 6; on
Sub(A) to be the pushforward of § through the map A ~ tAt~! from Sub(A)
to Sub(A). Then

Ht(N?> = ‘9<NtA*1Ft)v
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9.2.  Continuity of multiplication of weak equivalence classes

for all finite ' C A and

0m=H9t

teT

is a probability Borel measure on Sub(A)T. Moreover, we have a measure
preserving action An?(Sub(A)T, 0) given by

§-* (Ae)ser = (6A5-140" rer
Now consider J: Sub(A)T — Sub(A) given by
J((At)ter) = (A2 t € T).

and let 6** denote the pushforward of 6 through J. Then 0** € IRS(A) and
0** is weakly mixing when [A: T'] = co.

In order to be able to use this operation to construct new families of non-
atomic, weakly mixing invariant random subgroups, one has to answer the
following question.

Question 9.1.3. When is 0** non-atomic?

Assume that [A : T'] = oco. Then 6** is non-atomic if and only if there is
& € A such that 0**(N£) € (0,1). As it is clear that

0 (NE) = 0(NR)

for any t € T and § € A, it is easy to ensure that 9**(N5A) > 0. The harder
part is to get the other inequality to hold at the same time. This is the op-
posite to the situation of the co-induction operation, where it is quite easy to
ensure CIND£ (0)(N£) < 1, but one has to cook up special circumstances in
order to ensure that we also have CINDS(6)(N£) > 0. Therefore it seems
that a sufficient criterion for non-atomicity of 8** will be quite different from
the characterization for non-atomicity of the co-induced invariant random sub-
group given in Proposition 6.4.3.

9.2 Continuity of multiplication of weak
equivalence classes

We will here discuss another interesting project related to the content of this
part of the thesis, namely the project of deciding for which countable groups
I’ the multiplication operation on A(T, X, 1) is continuous.
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Fix a countable group I'. Given actions a,b € A(T', X, u), we define the
product action a x b € A(T', X2, 1i?) to be given by

X () = (v ",y P y).

Y
It is easily seen that if ag ~ a7 and by ~ by, then

aoxboﬁcLlel

for all ag,a1,bo,b1 € A(I', X, u). Therefore multiplication descends to a well-
defined operation x: A(T, X, u)? — A(T, X2, u?) given by

We may view a x b € A(I', X, u) for any a,b € A(T', X, u1), since (X2, p?) is
isomorphic to (X, ). Hence x can be seen as an operation on A(T', X, 1) and,
with this identification, it is straightforward to check that (A(I", X, u), X) is an
abelian semigroup. The main question to consider here is when (A(T", X, u), %)
is in fact a topological semigroup.

Question 9.2.1. For which countable groups I' is the multiplication operation
on AT, X, u) continuous?

In [10, Problem 10.36] it was first asked if the multiplication operation is
continuous in general. The authors, together with Tamuz, proved that if I" is an
amenable group, then the multiplication operation is continuous (see [10, The-
orem 10.37]). The proof relies on the correspondence between A(I', X, ) and
IRS(T"), so it did not give any insight to the general case. Recently, Bernshteyn
showed that the operation may be discontinuous (see [4]). More precisely, he
proves that if T is isomorphic to a Zariski dense subgroup of SLy(Z) for some
d > 2, for example if ' is a non-abelian free group, then the multiplication op-
eration is not continuous, even when restricted to FR(I", X, ). As Bernshteyn
mentions, it is tempting to conjecture that the operation is continuous if and
only if the group is amenable. However, a natural first step is to ask if the
operation is discontinuous for any countable group containing a non-abelian
free group.

In Section 6.3 we investigated the continuity properties of the co-induction
operation cindf: A(T, X, ) — A(A, X2/T uA/T for countable groups I' <
A. In the case where [A : T'] = oo, we settled that this operation is never
continuous unless corea(I') = {er}. In the case where [A : T'] < oo, we found
that the operation is continuous when A is amenable. If 1 < [A : T'] < co and
A is not amenable, then our methods provide no information.
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9.2.  Continuity of multiplication of weak equivalence classes

Question 9.2.2. For which pairs of countable groups I' < A with A non-
amenable, corea(I") # {er} and 1 < [A : T'] < oo is the operation

cindf: A(T, X, p) — A(A, X, )
continuous?

As we discussed in Remark 6.3.5, the previous question is closely related
to Question 9.2.1. Moreover, as mentioned in Remark 6.3.6, the result in [4]
implies that for any non-abelian free group I' the map

cindp**7 AT, X, 1) — A x (2/22), X2, 12)

is not continuous. So, in contrast to the case where A is amenable, the oper-
ation does not need to be continuous when [A : T'| < oo.
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