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Abstract

For a Bernstein function f the sequence s, = f(1)-...- f(n) is a Stieltjes
moment sequence with the property that all powers s$,c > 0 are again
Stieltjes moment sequences. We prove that s§ is Stieltjes determinate
for ¢ < 2, but it can be indeterminate for ¢ > 2 as is shown by the
moment sequence (n!)¢, corresponding to the Bernstein function f(s) = s.
Nevertheless there always exists a unique product convolution semigroup
(pe)e>o such that p. has moments s¢. We apply the indeterminacy of (n!)¢
for ¢ > 2 to prove that the distribution of the product of p independent
identically distributed normal random variables is indeterminate if and
only if p > 3.
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1 Introduction and main results

The starting point of this paper is Theorem 1.6 below, proved in [6]. We shall
prove that the border ¢ = 2 in this theorem is best possible by proving that
the sequence (n!)¢ becomes indeterminate as a Stieltjes moment sequence when
¢ > 2. The proof is given in section 2. It uses that (n + 1)°"*V) is indeterminate
for ¢ > 2. Since this sequence is derived from the Bernstein function f(s) = s(1+
1/5)**1, also this more complicated Bernstein function illustrates the sharpness
of Theorem 1.6.

The result about (n!)¢ implies the following: If Xj,..., X, are independent
identically distributed random variables with exponential distribution, then the
distribution of the product X; - ... X, is determinate for p < 2 but indetermi-
nate for p > 3. In section 3 we establish a similar result about the product of
independent identically distributed normal random variables, thereby answering
a question by A. DasGupta.

In his fundamental memoir [26] Stieltjes characterized sequences of the form

Sp = h =" du(z), (1)
J
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where p is a non-negative measure on [0,00[, by certain quadratic forms be-
ing non-negative. These sequences are now called Stieltjes moment sequences.
They are called normalized if s = 1. A Stieltjes moment sequence is called
S-determinate, if there is only one measure p on [0, 0o[ such that (1) holds; ot-
herwise it is called S-indeterminate. In the latter case there are also solutions
i to (1), which are not supported by [0, c0], i.e. solutions to the corresponding
Hamburger moment problem.

Later Hausdorff, cf. [18], characterized the Stieltjes moment sequences for
which the measure is concentrated on the unit interval [0, 1] by complete mono-
tonicity. Both results can be found in [1],[23], [30] or in [4]. A Hausdorff moment
sequence

1
an:/ " dp(zr), n=0,1,2,..., (2)
0

is either non-vanishing (i.e. a, # 0 for all n) or of the form a, = ¢dy, with
¢ > 0, where (do,) is the sequence (1,0,0,...). The latter corresponds to the
Dirac measure 0o with mass 1 concentrated at 0.

The main result in [6] is the following construction of Stieltjes moment se-
quences from Hausdorff moment sequences:

Theorem 1.1 Let (a,) be a non-vanishing Hausdorff moment sequence. Then
(sn) defined by so =1 and s, = 1/(ay-...-a,) forn > 1 is a normalized Stieltjes
moment sequence.

This result generalizes and unifies results of various authors, cf. [12],[13],[28].

A statement similar to Theorem 1.1 is contained in [20, Theorem 3.3], but the
proof given is erroneous. The inequality used to prove Theorem 3.2 in [20] is not
valid, and therefore the result of Boas cannot be applied. In fact, the result of
Boas hinted to cannot yield the desired result because it says that if a sequence
(sn) increases so rapidly that s, > (ns,_1)", then (s,) is a Stieltjes moment
sequence. A measure having these moments must have unbounded support, but
at the same time Theorem 3.1 in [20] states that it has bounded support.

Remark 1.2 A variant of Theorem 1.1 is that also (¢,) defined by t, = 1,¢, =
1/(ag- ... an—1),n > 1, is a normalized Stieltjes moment sequence.
This follows from the proof in [6].

Since non-vanishing Hausdorff moment sequences roughly speaking can be
interpolated by completely monotonic functions we also have the following variant
of Theorem 1.1, cf. [6]:

Theorem 1.3 Let ¢ be a non-zero completely monotonic function. Then (s,)
defined by so =1 and s, = 1/(p(1)-...-p(n)) forn > 1 is a normalized Stieltjes
moment sequence.



We recall that a function ¢ :
if it is C*° and (—1)*¢p®)(s) >
Bernstein we have

oo[ [0, 00 is called completely monotonic,
for s > 0,k =0,1,.... By the Theorem of

10,
0
/ Tda(x) = La(s), (3)

where a a non-negative measure on [0, co[ and £ denotes Laplace transformation.
As an example of Theorem 1.3 the completely monotonic function p(s) =
exp(—cs),c > 0 leads to the Stieltjes moment sequence

s =eie("5 1)) @)

which is S-indeterminate. The moments are closely related to the moments of
the log-normal distribution. A recent treatment of this moment problem can be
found in [14].

We are going to discuss a special case of Theorem 1.3 related to convolution
semigroups. Let (1;);~0 be a convolution semigroup of sub-probabilities on [0, o]
with Laplace exponent or Bernstein function f given by

/ e dm(z) = e M s> 0,
0

cf. [7],[10]. We recall that f has the integral representation

f(s)=a+bs+ /000(1 —e ) dv(x), (5)

where a,b > 0 and the Lévy measure v on |0, co| satisfies the integrability con-
dition [ /(14 z)dv(z) < oo. Note that 7:([0, 00[) = exp(—at), so that (m)i=o
consists of probabilities if and only if a = 0.

In the following we shall exclude the Bernstein function identically equal to
zero, which corresponds to the convolution semigroup n; = dg,t > 0.

It is well-known and easy to see that f(s)/s and 1/f(s) are completely mono-
tonic functions, when f is a non-zero Bernstein function, viz. the Laplace trans-
forms of the following measures

A =0bdy+ (a+v(z,o00))dY(z), k= /000 ny dt, (6)

where Y denotes Lebesgue measure on |0, col.
These two completely monotonic functions lead to the following known results
as special cases of Theorem 1.3:

Corollary 1.4 ([12],[13],[28]). Let f be a non-zero Bernstein function. Then
so = 1,8, =nl/(f(1)-...- f(n)) for n > 1 is a Stieltjes moment sequence of a
uniquely determined probability measure Iy on [0, co].
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Corollary 1.5 ([11]). Let f be a non-zero Bernstein function. Then so = 1,s, =
f()-...- f(n) forn > 1 is a Stieltjes moment sequence of a uniquely determined
probability measure py on [0, 00].

Notice that the determinacy statements in the two corollaries cannot be de-
duced from Theorem 1.3 because of example (4). The S-determinacy is an easy
consequence of Carleman’s Criterion, cf. [6].

In [11] Bertoin and Yor remarked that the S-determinacy leads to a factor-
ization of moments and distributions

nt=[n!/(f(1) .. fDIFA) - f(n)],  exp(—x)dY(z) = I;ops.  (7)

Here ¢ denotes product convolution of measures on [0, 00[. The product convo-
lution p ¢ v of two measures p and v on [0, 00][ is defined as the image measure
of ;4 ® v under the product mapping s,t — st. The second equation follows from
the first since the n’th moment of the product convolution is the product of the
n’th moments of the factors. Therefore the product convolution has the same
moments as the exponential distribution, which is determinate.

Note that the second equation in (7) implies that neither I; nor py has mass
at zero.

The following result is an extension of Corollary 1.5.
Theorem 1.6 Let f be a non-zero Bernstein function and let ¢ > 0 be arbitrary.

Then sg = 1,5, = (f(1) - ... f(n))® for n > 1 is a Stieltjes moment sequence,
which is S-determinate for ¢ < 2.

Proof. Tt suffices to show that 1/f¢ is completely monotonic, which follows
since more generally ¢(f(s)) is completely monotonic when ¢ is so, cf. [7]. Here

we use the completely monotonic function ¢(s) = s7¢. (One can also see that

1/f¢ is the Laplace transform of the measure

1 o0
- I, dt
F(C) A 77t )

which is the ¢’th convolution power of the potential kernel s of the semigroup
(7t )+=0 defined in (6).)

Let us define s, .= (f(1)-...- f(n))¢ for ¢ > 0,n > 0 while sp. = 1.

To see the S-determinacy for ¢ < 2 we notice that f(s) < f(1)s,s > 1 because
f(s)/s is decreasing. Therefore s, . < (f(1)"n!)¢, so by Stirling’s formula

%/me < F)T2() D~ (F(1)nfe)?,

which shows the the divergence of the series

DIRVEC
n=0
for ¢ < 2. The Criterion of Carleman implies the S-determinacy of s, .. [
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Remark 1.7 M. Yor asked the question if ¢ = 2 is best possible as border for S-
determinacy in Theorem 1.6. In this paper we show that this is true. In fact, for
the moment sequence s,, = n! of the exponential distribution, corresponding to
the Bernstein function f(s) = s, we show in Section 2 that (n!)¢is S-indeterminate
for ¢ > 2.

The notion of an infinitely divisible probability measure has been studied
for arbitrary locally compact groups, cf. [19]. In accordance with the general
definition we say that a probability p on ]0, oo[ is infinitely divisible on the multi-
plicative group of positive real numbers, if it has p’th product convolution roots
for any natural number p, i.e. if there exists a probability 7(p) on ]0, co[ such
that (7(p))°®? = p. This condition implies the existence of a unique family (p.)c>o
of probabilities on |0, 00[ such that p. ¢ pg = pera, p1 = p and lim. g p. = &
(weakly), which we call a product convolution semigroup. It is a (continuous)
convolution semigroup in the abstract sense of [7] or [19]. A p’th root 7(p) is
unique and one defines p1/, = 7(p), pmysp = (7(p))°™,m = 1,2,.... Finally p,. is
defined by continuity when ¢ > 0 is irrational.

The family of image measures (log(p.)) under the log-function is a convolution
semigroup of infinitely divisible measures in the ordinary sense on the real line
considered as an additive group.

Theorem 1.6 leads to the following result.

Theorem 1.8 Let f be a non-zero Bernstein function. The uniquely determined
measure p = py with moments s, = f(1)-...- f(n) is infinitely divisible with
respect to the product convolution. The unique product convolution semigroup
(pe)eso with py = p has the moments

/ " dpe(x) = (f(1)-...- f(n)°, ¢>0,n=0,1,.... (8)
0

Proof:

Let p denote the unique measure on [0, 00|, the moment sequence of which
is s, = f(1)-...- f(n). It follows by (7) that p({0}) = 0, so p is indeed a

measure on ]0,00[. It is enough to prove that for each p € N there exists a
probability 7(p) on ]0, co[ such that the p’th convolution power (7(p))° is equal
to p, cf. [19]. By Theorem 1.6 there exists a unique probability 7(p) on [0, co|
with moment sequence (s,'/?). It follows that the moment sequence of (7(p))°® is
(Sn). By S-determinacy of (s,,) we get p = (7(p))°?, and by this equation 7(p) can
have no mass at 0, since p has no mass at 0. Let (p.).~0 be the unique product
convolution semigroup with p; = p. For a rational number ¢ = m/p > 0 it is
known that p. = (7(p))°™ and it follows that (8) holds for such c¢. The equation
(8) for arbitrary ¢ > 0 follows by continuity. [

It is interesting to examine whether also the first factor Iy of (7) is infinitely
divisible with respect to the product convolution. This is true by Theorem 1.8
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if s/f(s) is a Bernstein function. In [29, Theorem 3.3] Urbanik has given a
necessary and sufficient condition, which can be rephrased as condition (ii) in the
next result.

Theorem 1.9 Let f be a non-zero Bernstein function with f(0) = 0. The fol-
lowing conditions are equivalent

(1) Iy given by (7) is infinitely divisible for the product convolution,
(i1) log(s + 1) —log f(s + 1) +log f(1) is a Bernstein function,
(11i) 1/s — f'(s)/f(s) is completely monotonic,

() [v(]z,00])Y —av] * Kk > 0.

Proof: The equivalence of (i) and (ii) is a combination of the Theorems 2.3
and 3.3 in [29)].

Note that f(s + 1)/(s + 1) < f(1) so the function in (ii) is nonnegative.
Therefore it is a Bernstein function if and only if its derivative

L fs+)
s+1  f(s+1)

(9)

is completely monotonic. By (5) and (6) with a = 0 we have the following Laplace

transforms ]
f'(s) = L(bdg + zv)(s), = Lk(s),

so (9) is the Laplace transform of
e Y — [e7%(bdg + xv)] * [e"Tk] = e *[Y — (bdg + V) * K.
It follows that (9) is completely monotonic if and only if
Y — (bdo + zv) x k > 0,

which is equivalent to (iii). Finally, since Y = A % k by (6), we get that (iii) and
(iv) are equivalent. [J

Define B* as the set of non-zero Bernstein functions f with f(0) = 0 for which
I; is infinitely divisible for the product convolution. We shall use condition (iii)
to prove some sufficient conditions for f to belong to B*.

Theorem 1.10 (a) If ¢ is a Stieltjes transform

o(5) :OH_/OOO do(x)

xr+s

satisfying p(0) = oo (a > 0,0 >0), then f =1/ € B*.
(b) If f,g € B* then fog € B*.



Proof: (a) The reciprocal of a Stieltjes transform is always a Bernstein func-
tion, cf. [7, Prop. 14.11] or [8, Prop. 1.3]. We get

1 '(s 1 '(s *© rdo(x 1
1L L[, [Tty 1

s fls) s p(s) o (z+5)?) sp(s)
which is completely monotonic as product of two completely monotonic functions.
The second factor 1/(sp(s)) is completely monotonic because it is again a Stieltjes

transform, cf.[22].
(b) The result is due to Urbanik [29, Theorem 3.5] and follows from the

identity
1 og) 1 ! 1 "o
1 9)___g_+(__f g)g,’
s fog s g \g [foy
because ® o g is completely monotonic when & if is so. [J

2 The Stieltjes moment sequence (n!)°

In this section we shall prove that the constant ¢ = 2 of Theorem 1.6 is best
possible, cf. Remark 1.7. The Bernstein function f(s) = s leads to the mo-
ment sequence of the heading, and since the exponential distribution with den-
sity exp(—z) on the half-line has the moments n!, Theorem 1.8 yields the exis-
tence of a uniquely determined product convolution semigroup (e.).o such that
dei(x) = exp(—z)dY (x).

From (8) we know that

/ z"de.(x) = ()¢, ¢>0,n=0,1,.... (10)
0

The S-indeterminacy of e, for ¢ > 2 is formulated in Theorem 2.5 below. The
proof consists of a series of preliminary results, some of which are of independent
interest. We shall start by calculating the Mellin transform of the measures e..

Lemma 2.1 For z € C, Rez > —1 we have
/ £ det) = T(1 42, ¢>0. (11)
0

Proof: We define logI'(z) in the cut plane A = C\| — 00, 0] as the branch
which vanishes at z = 1, and we use it to define I'(2)°. We next define the
functions 1, (z) for z € A and n =1,2,...,00 by

Yn(2) = Log(2) + 7z + ) _(Log(1 + 2/k) — 2/k),
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where ~ is Euler’s constant, and Log is the principal logarithm in A. From
Weierstrass’ product expansion we have

['(2)° = exp(—cto(2)), ¢>0,z€ A

We first prove that ¢, (1 + ix) is a continuous negative definite function for
x € R and for each n > 1, where we use a terminology from potential the-
ory and harmonic analysis, cf. [7],[4]. Letting n — oo we get that (1 +iz) =
—LogI'(1 + iz) is a continuous negative definite function. We have

—~ 1
(1) =7 +logn+1) =3 2 >0,
k=1

(note that n — >°p_, + —log(n+1) is completely alternating with limit v, cf. [4,
p. 139]), and

n n+1
Un(L+iz) = (1) +ily = %)x + ) Log(1 + ix/k),
k=1 k=1

which shows that 1, is negative definite since iax is negative definite for a € R
and log(1 + s) is a Bernstein function, cf. [7, p.69]. This shows that there exists
a product convolution semigroup (7.).~o of probabilities on |0, co[ such that

/00 t7 dr,(t) = exp(—c¥oo(1 +iz)) = I(1 +iz)¢, x €R.
0

For ¢ = 1 this equation shows that 71 = ey, since their Mellin transforms are
equal. By the uniqueness of a convolution semigroup, for which the measure for
¢ = 1 is given, we conclude that e, = 7. for all ¢ > 0. We have now proved
(11) for z € iR. Since both sides of the equation are continuous functions in the
closed right half-plane and holomorphic in the open half-plane, we see that (11)
holds for Rez > 0. However, I'(1 + 2)¢ is holomorphic for Rez > —1 and e, is
a positive measure, so by a classical result (going back to Landau for Dirichlet
series, see [30, p.58]) the integral must converge for Re z > —1 and (11) holds for
these values of z. [J

Remark 2.2 By the inversion formula for the Fourier or Mellin transformation
it follows that e, has a smooth nonnegative density (with respect to Y, Lebesgue
measure on |0, oo and also denoted e.). It is given as

T[> .
eq(t) / t" (1 — ix)° da.

:% N

By the Riemann-Lebesgue Lemma te.(t) — 0 for ¢ — 0 and for ¢ — oco. For
¢ = 2 it can be given in a closed form as

es(t) = / " exp(—z — t/0) ™ = 2K, (VD).

i
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where Kj is the modified Bessel function. As far as we know the densities e.(t)
for ¢ # 1,2 can not be expressed in a closed form by means of classical special
functions.

The formula

eer1(t) = /000 exp(—t/m)ec(x)d%, c>0

shows that e, is completely monotonic for ¢ > 1. In particular e. is infinitely
divisible for the additive structure for ¢ > 1 by the Goldie-Steutel Theorem.

The densities e, have also been studied in [28], and it is proved that they are
not infinitely divisible for the additive structure if ¢ < 1.

To prove that e, is S-indeterminate for ¢ > 2 one can in principle apply the
Krein integral criterion (see below), but this will require knowledge about the
asymptotic behaviour of the densities e., which seems to be a difficult task. We
shall instead exploit knowledge about the stable distribution of index 1, thus
avoiding the asymptotic analysis.

In a recent paper Alzer and Berg proved the following, cf. [2, Theorem 3:

The functions p(s) = e — (1 4+ 1/5)% and ¢(s) = (1 + 1/s)*T' — e are Stieltjes
transforms with the representations (s > 0)

p(s) = 1 +/0 g(z) dx q(s)zl—i—/o M dx (12)

s+1 l—zx+s’ S xr x+s

and in particular they are completely monotonic. Here g(z) is given by

g(x) = %xx(l — )" sin () (0< 2 <1). (13)
From these results we shall construct 3 Bernstein functions f,, f3, f,- The
corresponding product convolution semigroups according to Theorem 1.8 will be
denoted <O‘C)0>O> (ﬁ6)0>07 (’YC)C>O-
The function f,(s) = (141/s)® is a Bernstein function because f!(s) = —p'(s)
is completely monotonic. We have

fa(1) oo fuln) = (n+ 1)"/n!

and -
/ t"da.(t) = (n+1)"/nh)°, ¢>0,n=0,1,.... (14)
0

The function (1 + 1/s)*T! = e + ¢(s) is a Stieltjes transform by (12). Therefore
f5(s) = (1+1/s)"*"! is a Bernstein function, because the reciprocal of a Stieltjes

transform is always a Bernstein function, cf. [7, Prop. 14.11] or [8, Prop. 1.3].
We have

Fo(1) .- faln) = nl/(n + 1)+
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and

/OO tdp.(t) = (n)/(n+1)"")", ¢>0,n=0,1,.... (15)
0
From (12) we get that
1
£r(s) = s(1+1/s)"+! = 1+es+/0 %ﬂ@ dz, (16)

showing that f, is a Bernstein function. We have

and N
/ t"dy.(t) = (n+ 1)c(n+1)’ e>0m=01,.... -
0

Lemma 2.3 For ¢ > 0 the measures a. and 3. are concentrated on |0, e[ and
10, e7¢[ respectively. Their Mellin transforms are

C

/e t*da.(t) = ((z+1)?/T(2+1))°, Rez>—1,¢>0, (18)

—cC

/ t7dB.(t) = (D(z+1)/(z+1)**")°, Rez> —1,¢>0. (19)
0
Proof. The digamma function W(s) = I"(s)/I'(s) satisfies [17, 8.361,8]

\If(s)—log(s):/oooe_“ (1— ! )daz, s> 0. (20)

r 1—e*®

Adding 1/s = fooo e ¥ dx, replacing s by s 4+ 1 and integrating with respect to s
yields (s > 0)

fo(s) =logl'(s+1)—slog(s+1)+s = /000<1_€_sx) <1 N ) i dr. (21)

r ert—1 T

It follows that fj is a Bernstein function so there exists a uniquely determined
convolution semigroup (7.).~o of probabilities on [0, co[ such that

/ e dne(y) = e~ 5 c>0. (22)
0

Since fo(s) — oo for s — oo we have 7.({0}) = 0 for each ¢ > 0. The shifted
family (7, * 0_.)c>0 1S a convolution semigroup of probabilities on R such that
Ne * 0_c is concentrated on | — ¢, oo[ with Fourier transform

[ dnex5-u(9) = expl—c(lin) = i) = (i + 1) /Tlia + )",z R
(23)

10



The image measures of (7.%0_.).~o under exp(—y) form a product convolution
semigroup (@.).~o such that @ is concentrated on |0, e°[ and

/tm dé(t) = ((iz +1)"/T(iz +1))°, z€R,c>0. (24)

Since the function ((z 4+ 1)?/I'(z + 1))¢ is holomorphic in Rez > —1, it follows
from [30, p.58] that

c

/ t7 déa(t) < oo for o > —1
0

and that

c

/e t7dae(t) = (= + 1)*/T(z + 1))°, Rez> —1.

In particular &, has the moments (14) of a., hence &. = .. This shows the first
part of the lemma.

Replacing s by s + 1 in (20) and integrating leads to

fl(s):(S+1)log(s+1)—s—logf‘(s+1):/Ooo(l—e_sx)< ! —1)€_$dx,

l—e « T

which is a Bernstein function such that f;(s) — oo for s — oo. Like above this

gives a product convolution semigroup (Bc)c>0 such that 3. is concentrated on
10, e=¢[ and

/ £ dBu(t) = (T(= + 1)/(= + 1)"")°, Rez> 1.
0
Finally B. = f. because they have the same moments. []
For the last of the three Bernstein functions f, we have the following result.

Theorem 2.4 The Mellin transform of the measure v, is given by
/ t*dye(t) = (z 4+ 1) Rez > —1, (25)
0

and 7. = g.(logt) dt, where (g.)c=0 are the densities of the stable semigroup of
index 1 given by the Fourier integral

1 o
O R S

:% N

and

$(6) = Slél +icloglel, SeR

is the corresponding negative definite function. The moment sequence
Sp = (n + 1)<t (26)

is S-determinate for ¢ < 2, S-indeterminate for ¢ > 2.
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Proof: The study of stable distributions is a classical subject, and we refer to
Zolotarev’s monograph [31] for detailed information.
It is well-known that

g log= :/ e*gc(x)dr, Rez>0

o0

(for details see e.g. [4, p. 218]), in particular

n”C:/ t"g.(logt)/tdt, n=0,1,....
0

Since the measures (g.(logt) dt).~o form a product convolution semigroup with
the same moments as (7.).>0, and since the moments are S-determinate for ¢ < 2
by Theorem 1.6, the measures are equal for ¢ < 2 hence for all ¢ by Theorem 1.8.

To see that the moment sequence (26) is indeterminate for ¢ > 2 we make use
of the criterion of Krein, according to which the density g.(logt) is indeterminate

provided

* log g.(log t*

log ge(log ) ,, (27)
0 1+12

Using the asymptotic behaviour of g. at Ho0o one can prove that (27) holds
precisely if ¢ > 2. This has been carried out by Pakes in [20]. The criterion of
Krein is discussed e.g. in [27].

For the convenience of the reader we shall outline the main points in the proof
that (27) holds precisely when ¢ > 2.

We have to examine for which ¢ > 0

> log ge(x) e
/OO cosh(z/2) dx > : (28)

A simple computation yields

1 x
c = = - 1 5
ge() Cgl(c +log ¢)

and with the notation used in Zolotarev [31, Theorem C.3, p. 12] we have

gl(‘r) = gB(xv 17 _1)7

i.e. the parameters in [31] are (a, 3,7, A) = (1,—1,0,1). According to [31, p. 99
we have
(z,1,-1) L (:U L — ””_1) — (29)
z, 1, ~ ex e , T — 00,
gB o p 9

a result due to Skorokhod [24].
Using that gg(—=x, «, 8) = gg(x,a, —3), cf. [31, p. 65], we find

1 T
c\— = - - —1 71717
9e(=2) = —gp(- —loge,1,1)
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and the asymptotic behaviour of gp(x,1,1) is
gp(z,1,1) ~ 272 — oo, (30)

cf. [31, p. 101]. (Note that the polynomial P;(logx) = 7.) From (29) and (30)
we find

1 1
gc(x)w\/%Cexp{§(w/c+logc—1)—exp(a:/c—i—logc—l)}, T — 00

(—x) ! T — 00
— ~U — .
Je c(x/c—logc)?’

From this we see that integrability at —oo in (28) holds for all ¢ > 0, while
integrability at oo holds if and only if ¢ > 2. [J
Combining the previous results we get:

Theorem 2.5 The Stieltjes moment sequence (n!)¢ is S-determinate for 0 < ¢ <
2 and S-indeterminate for ¢ > 2. It admits the factorization as Stieltjes moment
sequences for each ¢ > 0

(n1)e = [(n + 1) I][(nl/ (n+ 1)" )], (31)
which corresponds to the factorization of measures e, = 7. ¢ (..

Proof. The equation e, = 7. ¢ (3. holds because the two sides of the equa-
tion have the same Mellin transform. Since the moment sequence (26) is S-
indeterminate for ¢ > 2, it follows by Lemma 2.2 in [6] that (31) is S-indeterminate.
O

Remark 2.6 There is a factorization similar to (31) namely
(n+ 1) = [((n + 1)"/n))[(n))]. (32)

To find the corresponding factorization of measures, we consider the Bernstein
function fs5(s) = s/(s+ 1), which by Theorem 1.6 and Theorem 1.8 leads to the
moments (n + 1)~¢ and the product convolution semigroup (p.)e~o0 given by

log” " (1/t)

e = Tl}o,ﬂ(t) dt. (33)

We have v, ¢ . = a, ¢ €., which is verified by calculating the Mellin transforms.

Remark 2.7 Let X be a random variable with exponential distribution. Then
the distribution of X¢ has the moment sequence I'(nc + 1) which is determinate
for ¢ < 2 and indeterminate for ¢ > 2, cf.[21],[27]. This result follows easily from
the theorems of Carleman and Krein. Note that ¢ = 2 is the border in this case
as well as in Theorem 2.5.
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Remark 2.8 It is interesting to note that the closely related moment sequence
n"/(n + 1)! appears in recent work by Dykema and Haagerup, cf. [15],[16]. For-
mula (18) can be written

c

/06 t*da(t) = ((z + 1) T(2 + 2))°,

so we may let 2 — —1% to get

c

“1
/ —daoe(t) = 1.
o ¢t

Therefore ((1/t)a.)es0 is a product convolution semigroup with moments

sn((1/t)ac) = (n"/nl)",

and using (33) we see that

sn((1/t)ag o pe) = (n™/(n + D).

Dykema and Haagerup proves that the density ¢ :]0, e[— [0, 00[ of (1/t)a; o pq is
given by

¢ ((sin(v)/v) exp(v cotv)) = (1/7) sin(v) exp(—vcotv), 0<v < .

Example 2.9 It follows also from [2] that f(s) = (1 4+ s)'*/* and f(s) =
(1+ s)~'/¢ are Bernstein functions. This leads to the following Stieltjes moment
sequences via Theorem 1.6:

((n+1)! - (1+k)1/k> and (ﬁ(1+k)1/k) ,

k=1

where ¢ > 0.

3 Indeterminacy of products of normal random
variables

Let X be a normal random variable with density (1/1/7)exp(—2?). In [3] it was
proved that the distribution of X3 is indeterminate, by exhibiting a family of
distributions with the same moments as X?. Since one has an explicit formula
for the density of X3, it is also possible to establish the result using the criterion
of Krein, cf. [27]. For an extension of the result in [3] see the paper by Slud [25].
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We shall use Theorem 2.5 to answer a question by A. DasGupta about indeter-
minacy of the distribution of the product of 3 independent identically distributed
normal random variables. The density d of the distribution is given as the integral

i) = [ [ e (<u- 2 —) dudy (34

(% uv

In principle one can prove the indeterminacy of d using Krein’s criterion pro-
vided one knows the asymptotic behaviour of d. We avoid this method and obtain
the following result using what we have proved about the semigroup (e.)e>o-

Theorem 3.1 Let Xy, Xs, ..., X, bep independent identically distributed normal
random variables as above. The distribution of the product X;Xs - ... X, is
determinate for p < 2 and indeterminate for p > 3.

Proof: For a symmetric measure p on R we let ¢(u) denote the image measure
on [0, 00[ of p under ¢ (x) = 22, i.e.

| s = [ s auta)

It is well-known that p is determinate for the corresponding Hamburger mo-
ment problem if and only if ¢)(1) is S-determinate. For a generalization to rotation
invariant measures on R" see [9].

For measures i1, . .., p1, on R the product convolution p; ¢- - -opu, is defined as
the image measure of the product measure f,®- - -®pu, on R? under (z1, ..., x,) —
x1-...-xp of RP to R. If pq, ..., p, are the distributions of independent random
variables X, ..., X, then p; ¢--- ¢ p, is the distribution of the random variable
X1 X

If |z|p denotes the measure with density |z| with respect to p we have

(lzlpa) o - - o (lelpp) = [x[(pa oo pp). (35)

Note that if 11, ..., p, are symmetric, then p; ¢ --- ¢ 1, is symmetric and

Y(pr oo pp) = P(pr) oo h(py). (36)
The distribution of X -...- X, is the product convolution

m=((/vme ar)”

with the moment sequence

Son(7p) = (T)>p, Son+1(7p) = 0.



Therefore

Z : m = o0 (37)
if and only if p < 2. By Carleman s Criterion 7, is determinate for p < 2, but
since the divergence of the series in (37) is only sufficient for determinacy, we
cannot conclude the indeterminacy for p > 3. We shall obtain the indeterminacy
by comparison with the product convolution semigroup (€;)e>o-

It is clear that 7, is absolutely continuous with respect to Lebesgue measure,
and its density is given by a (p — 1)-fold integral generalizing the density (34).
Since ¥ (|z]e " dx) = e; we get by (35) and (36)

ep =i = (lol(e™" do)” ) = w(x2olr,),

which by Theorem 2.5 shows that 7?/2|z|7, is indeterminate. Since 2|z| < 1 + 22
we get that (14 z?)7, is indeterminate. We claim that this implies that 7, itself
is indeterminate for otherwise ind;(7,) = 0, i.e. the index of determinacy of 7,
at z = 1 is zero, cf. [5]. However measures with finite index of determinacy are
discrete by the main theorem of [5], and this contradicts the absolute continuity
of 7,. U

Acknowledgement The author wants to thank A. DasGupta and M. Yor
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