Chapter 8
Pseudodifferential operators on manifolds, index of elliptic operators

8.1 Coordinate changes

Pseudodifferential operators will now be defined on compact manifolds. Our presentation here is meant as a useful orientation for the reader, with relatively brief explanations.

In order to define \( \psi \)do’s on manifolds, we have to investigate how they behave under coordinate changes. Let \( \Omega \) and \( \Omega' \) be open subsets of \( \mathbb{R}^n \) together with a diffeomorphism \( \kappa \) of \( \Omega \) onto \( \Omega' \). When \( P \) is a \( \psi \)do defined on \( \Omega \), we define \( P \) on \( \Omega' \) by

\[
P u = P(u \circ \kappa) \circ \kappa^{-1}, \quad \text{when } u \in C_0^\infty(\Omega),
\]

the definition extends to larger spaces as explained earlier.

**Theorem 8.1.** 1° Let \( P = \text{Op}(q(x,y,\xi)) \) be a \( \psi \)do with \( q(x,y,\xi) \in S^m_{1,0}(\Omega \times \Omega, \mathbb{R}^n) \) and let \( K \) be a compact subset of \( \Omega \). With \( \kappa' \) denoting the Jacobian matrix \( \left( \frac{\partial \kappa_i}{\partial x_j} \right) \), let \( M(x,y) \) be the matrix defined by (8.6) below; it satisfies

\[
x - y = M(x,y)(x - y), \quad \text{for } (x,y) \in U_\varepsilon = \{ (x,y) \mid x, y \in K, |x - y| < \varepsilon \},
\]

and is invertible on \( U_\varepsilon \), with \( M, M^{-1} \) and their derivatives bounded there. In particular, \( M(x,x) = \kappa'(x) \).

If \( q(x,y,\xi) \) vanishes for \( (x,y) \notin U_\varepsilon \), then \( P \) is a \( \psi \)do with a symbol \( q(x,y,\xi) \in S^m_{1,0}(\Omega \times \Omega, \mathbb{R}^n) \) (vanishing for \( (x,y) \) outside the image of \( U_\varepsilon \)); it satisfies, with \( \underline{x} = \kappa(x) \), \( \underline{y} = \kappa(y) \),

\[
q(x,y,\xi) = q(x,y,\tau M(x,y)\xi) \cdot |\det \tau M(x,y)| \cdot |\det \kappa'(y)|^{-1}.
\]

In particular, \( q(x,x,\xi) = q(x,x,\kappa'(x)\xi) \). If \( q \) is polyhomogeneous, then so is \( q \).
If \( q(x, y, \xi) \) vanishes for \((x, y) \notin K \times K \), let \( \phi(x, y) = \chi(|x - y|/r) \), then \( P \) is, for sufficiently small \( r \), the sum of an operator with symbol \((8.3)\) multiplied by \( \chi(|x - y|/r) \) and a negligible operator.

For general \( q(x, y, \xi) \), let \( (\varphi_j)_{j \in \mathbb{N}_0} \) be a locally finite partition of unity on \( \Omega \) and write \( q(x, y, \xi) = \sum_{j,k} \varphi_j(x)q(x, y, \xi)\varphi_k(y) \), so that \( P = \sum_{j,k} \varphi_j P \varphi_k \); then \( P = \sum_{j,k} \varphi_j P \varphi_k \) with \( \varphi(x) = \varphi(x) \). The terms where \( \text{supp } \varphi_j \cap \text{supp } \varphi_k \neq \emptyset \) are treated as above, and the others define a negligible operator that transforms to a negligible operator.

2° When \( P = \text{Op}(p(x, \xi)) \), \( P \) is the sum of a \( \psi \)do in \( x \)-form \( \text{Op}(p_\kappa(x, \xi)) \) and a negligible operator, where the symbol \( p_\kappa \) has the asymptotic expansion (Hörmander’s formula)

\[
p_\kappa(x, \xi) = e^{-i\kappa(x)\xi}p(e^{i\kappa(x)}\xi) \\
\sim \sum_{\alpha \in \mathbb{N}_0} \frac{1}{\alpha!} D_\xi^\alpha p(x, \kappa'(x)\xi) \partial_\xi^\alpha e^{i\mu(x)\xi} y = x
\]

in \( S_{1,0}^m(\Omega, \mathbb{R}^n) \); here \( \mu_\chi(y) = \kappa(y) - \kappa(x) - \kappa'(x)(y - x) \), and each factor \( \varphi_\alpha(x, \xi) = \partial_\xi^\alpha e^{i\mu(x)\xi} y = x \) is in \( S_{|\alpha|/2}^{\alpha}(\Omega, \mathbb{R}^n) \) and is a polynomial in \( \xi \) of degree \( \leq |\alpha|/2 \). In particular, \( \varphi_\alpha = 1 \) and \( \varphi_\alpha = 0 \) for \( |\alpha| = 1 \), and in the case where \( p \) is polyhomogeneous,

\[
p_\kappa^0(x, \xi) = p^0(x, \kappa'(x)\xi),
\]

on the set where it is homogeneous.

**Proof.** By Taylor’s formula applied to each \( \kappa_i \), \((8.2)\) holds with

\[
M(x, y) = \int_0^1 \kappa'(x + t(y - x)) dt,
\]

a smooth function of \( x \) and \( y \) where it is defined; the domain includes a neighborhood of the diagonal in \( \Omega \times \Omega \). (Note that an \( M \) satisfying \((8.2)\) is uniquely determined only if \( n = 1 \).) In particular, \( M(x, x) = \kappa'(x) \), hence is invertible. Since \( M(x, y) = M(x, x)[I + M(x, x)^{-1}(M(x, y) - M(x, x))] \), it is seen by a Neumann series construction that \( M(x, y)^{-1} \) exists and is bounded (with bounded derivatives) for \((x, y) \in U_\varepsilon \), for a sufficiently small \( \varepsilon > 0 \).

If \( q(x, y, \xi) \) vanishes for \((x, y) \notin U_\varepsilon \), we have for \( u \in C_0^\infty(\Omega) \), setting \( \xi = M^{-1}(x, y)\hat{\xi} \):

\[
(Pu)(\kappa(x)) = \int e^{i(x-y)\xi} q(x, y, \xi) u(\kappa(y)) \, dy d\xi \]

\[
= \int e^{i(x-y)\xi} \frac{1}{\det \kappa'(y)^{-1}} \left| \det \kappa'(y)^{-1} \right| \left| \det M(x, y) \right| dy d\xi \]

\[
= \int e^{i(x-y)\xi} q(x, y, \xi) u(y) \, dy d\xi,
\]
with \( q \) defined by (8.3). Clearly, \( q \) is a symbol in \( S_{1,0}^d \) as asserted. When \( x = y \), 
\[ \det \kappa^{-1}(y) \text{ and } \det \kappa \text{ cancel out.} \]
The formula (8.3) shows moreover that polyhomogeneity is preserved.

If \( q(x, y, \xi) \) vanishes for \( (x, y) \notin K \times K \), we write
\[ P = R + P_1, \]
where \( R = \text{Op}((1 - \chi(|x - y|/r))q(x, y, \xi)) \) is negligible by Lemma 7.9, and 
\( P_1 \) is as above; we can e.g. take \( r = \varepsilon/2 \). Since \( R \) is an integral operator with 
\( C_\infty \)-kernel, so is the transformed operator \( \tilde{R} \).

For the general \( q \), one uses that the summation of the terms with \( \text{supp} \varphi_j \cap \text{supp} \varphi_k \neq \emptyset \) is finite locally in \( (x, y) \).

If we now consider an operator given in \( x \)-form, one can find the \( x \)-form \( p_\kappa \) of the symbol of \( P \) by an application of Theorem 7.13 1°. The formula (8.5) follows easily from this.

As for (8.4), the first formula is the characterization we know from (7.29). The second formula is given in more detail in [H85, Th. 18.1.1 7]; it was first proved in [H65]. The present method of proof going via \( (x, y) \)-forms is slightly different from that of [H65] and is, according to Friedrichs [F68], due to Kuranishi.

\[ \square \]

### 8.2 Operators on manifolds

The definition of an \( n \)-dimensional \( C_\infty \)-manifold \( X \) is explained e.g. in [H63, Sect. 1.8] and [H83, pp. 143–144]. \( X \) is a Hausdorff topological space, provided with a family \( \mathcal{F} \) of homeomorphisms \( \kappa \), called coordinate systems, of open sets \( U \kappa \subset X \) onto open sets \( V \kappa \subset \mathbb{R}^n \) (coordinate patches) such that: (i) For any \( \kappa_j, \kappa_k \) in the family,
\[ \kappa_j \kappa_k^{-1} : \kappa_k(U \kappa_j \cap U \kappa_k) \rightarrow \kappa_j(U \kappa_j \cap U \kappa_k) \text{ is a diffeomorphism.} \]  
(8.7)
(This is of course an empty statement unless \( U \kappa_j \cap U \kappa_k \neq \emptyset \).) (ii) The sets \( U \kappa \) cover \( X \). (iii) The family \( \mathcal{F} \) is complete, in the sense that when a homeomorphism \( \kappa_0 \) from an open set \( U_0 \subset X \) to an open set \( V_0 \subset \mathbb{R}^n \) is such that (8.7) holds for \( \kappa_j = \kappa_0 \), any \( \kappa_k \in \mathcal{F} \), then \( \kappa_0 \in \mathcal{F} \). A subfamily where the \( U \kappa \)'s cover \( X \) is called an atlas; it already describes the structure.

Consider just compact manifolds, then a finite atlas \( \{ \kappa_j : U_j \rightarrow V_j \mid j = 1, \ldots, j_0 \} \) suffices to describe the structure, and we can assume that the \( V_j \) are bounded and mutually disjoint in \( \mathbb{R}^n \). We define that a function \( u \) on \( X \) is \( C_\infty \), \( C^m \) or \( L_{p, \text{loc}} \), when the function \( y \mapsto u(\kappa_j^{-1}(y)) \) is so on \( V_j \), for each \( j \). Since \( X \) is compact, the \( L_{p, \text{loc}} \)-functions are in fact in \( L_p(X) \), which can be provided with a Banach space norm \( \left( \sum_{j=1}^{j_0} \| (\psi_j u) \circ \kappa_j^{-1} \|_{L_p(V_j)}^p \right)^{1/p} \), defined with the help of a partition of unity as in Lemma 8.4 1° below.
Recall the rule for coordinate changes of distributions in Definition 3.19, which, in the application to test functions, carries a functional determinant factor $J$ along in order to make the rule consistent with coordinate changes in integrals with continuous functions. Namely, when $\kappa : x \mapsto x$ is a diffeomorphism from $V$ to $V$, $u = u \circ \kappa^{-1}$ satisfies

$$\langle u, \varphi \rangle = \langle u, J \cdot \varphi \rangle \quad (= \langle J \cdot u, \varphi \rangle)$$

(8.8)

for $\varphi \in C_0^\infty(V)$, with $J(x) = |\det \kappa'(x)|$, $\varphi = \varphi \circ \kappa^{-1}$.

A distribution density $u$ on $X$ is defined in [H83, Sect. 6.3] to be a collection of distributions $u_{\kappa} \in \mathcal{D}'(V_{\kappa})$, $\kappa \in \mathcal{F}$, such that the rule (8.8) is respected by the diffeomorphisms $\kappa = \kappa_j \kappa_k^{-1}$ going from $\kappa_k(U_{\kappa_j} \cap U_{\kappa_k})$ to $\kappa_j(U_{\kappa_j} \cap U_{\kappa_k})$, for all $\kappa_j, \kappa_k \in \mathcal{F}$. The value of $u$ on $C_0^\infty$-functions $\varphi$ on $X$ is then found by linear extension from the cases where $\varphi$ is supported in a $U_{\kappa}$: When $\varphi \in C_0^\infty(U_{\kappa})$, then

$$\langle u, \varphi \rangle = \langle u_{\kappa}, \varphi \circ \kappa^{-1} \rangle_{V_{\kappa}}.$$  

(8.9)

When $\varphi \in C^\infty(X)$, write $\varphi$ as a finite sum of functions supported in coordinate sets $U_{\kappa}$ by use of a partition of unity as in Lemma 8.41 below, and apply (8.9) to each term.

In particular, when the structure of the compact manifold $X$ is defined by the atlas $\kappa_j : U_j \to V_j$, $1 \leq j \leq j_0$, let $\psi_j (1 \leq j \leq j_0)$ be a partition of unity as in Lemma 8.41 above; then the distribution density $u$ defined from a system $u_j \in \mathcal{D}'(V_j)$, $1 \leq j \leq j_0$, is evaluated on test functions $\varphi \in C^\infty(X)$ by

$$\langle u, \varphi \rangle = \sum_{j=1}^{j_0} \langle u_j, (\psi_j \varphi) \circ \kappa_j^{-1} \rangle_{V_j}.$$  

When $u$ is a distribution density such that the $u_j$ are in $C^m(V_j)$, one says that $u$ is a $C^m$-density, it carries a multiplicity by the functional determinant along in coordinate changes.

So, distribution densities do not quite generalize continuous functions. [H83] defines genuine distributions as a strict generalization of functions with the usual rule for coordinate changes as for functions, without the functional determinant factor. Such distributions can be evaluated, not on $C_0^\infty$-functions, but on $C_0^\infty$-densities, by use of local coordinates.

If one provides $X$ with a smooth measure (or volume form) $dx$ compatible with Lebesgue measure in local coordinates, e.g. coming from a Riemannian structure, one can identify the distribution densities with the distributions, giving $\langle u, \varphi \rangle_X$ a meaning for distributions $u$ and $C_0^\infty$-functions $\varphi$. This also gives a scalar product and norm in $L^2(X)$. We shall assume from now on that such a choice has been made, and denote the distribution space $\mathcal{D}'(X)$. With a notation from [H83, Sect. 6.3], the local representatives are denoted $u_\kappa = u \circ \kappa^{-1}$, $\kappa \in \mathcal{F}$. We refer to the quoted book for an explanation of how
the identification between distributions and distribution densities is obtained with the help of a fixed choice of a positive $C^\infty$-density.

There is a more refined presentation of distribution spaces over $X$ in [H71] (and in [H85, p. 92]), where the introduction of densities of order $\frac{1}{2}$ (essentially carrying $J^2$ along with the measure) makes the situation for distributions and test functions more symmetric under coordinate changes. We shall make do with the old-fashioned explanations given above.

Sobolev spaces $H^s(X)$ can be defined by use of local coordinates and a partition of unity as in Lemma 8.4 1: $u \in H^s(X)$ when, for each $j$, $(\psi_j u) \circ \kappa_j^{-1} \in H^s(\mathbb{R}^n)$ (here an extension by zero in $\mathbb{R}^n \setminus V_j$ is understood), and a Hilbert space norm on $H^s(X)$ can be defined by

$$
\|u\|_s = \left( \sum_{j=1}^{j_0} \| (\psi_j u) \circ \kappa_j^{-1} \|_{H^s}^2 \right)^{\frac{1}{2}}. \tag{8.10}
$$

This formula depends on many choices and is in no way “canonical”, so $H^s(X)$ could be viewed as a “hilbertable” space rather than a Hilbert space (with an expression heard in a lecture by Seeley).

It is not hard to see that $C^\infty(X)$ is dense in $H^s(X)$ for all $s$. Indeed, when $u \in H^s(X)$, one can approximate each piece $\psi_j u \circ \kappa_j^{-1}$ in $H^s$-norm by $C_0^\infty$-functions $(v_{jk})_{k \in N_0}$ on $V_j$; then $u_k(x) = \sum_j v_{jk}(\kappa_j(x))$ is an approximating sequence for $u$.

One can, after fixing the norms on $H^s(X)$ for $s \geq 0$, choose the norms in the $H^{-s}(X)$ so that $H^{-s}(X)$ identifies with the dual space of $H^s(X)$ in such a way that the duality is consistent with the $L_2$-duality.

**Theorem 8.2 (Rellich’s Theorem).** The injection of $H^s(X)$ into $H^s(X)$ is compact when $s > s'$.

This can be proved in the following steps: 1) A reduction to compactly supported distributions in each coordinate patch by a partition of unity, 2) an embedding of a compact subset of a coordinate patch into $\mathbb{T}^n$ (the $n$-dimensional torus), 3) a proof of the property for $\mathbb{T}^n$ by use of Fourier series expansions.

We shall carry this program out below. To begin with, let us explain the Sobolev spaces over the torus.

A basic result in the theory of Fourier series is that the system $\{e^{ikx} \mid k \in \mathbb{Z}^n\}$ is an orthonormal basis of $L_2(\mathbb{T}^n, dx)$; here $dx = (2\pi)^{-n} dx$, and $\mathbb{T}^n$ is identified with $Q = [-\pi, \pi]^n$ glued together at the edges (in other words, the functions on $\mathbb{T}^n$ identify with functions on $\mathbb{R}^n$ that are periodic with period $2\pi$ in each coordinate $x_1, \ldots, x_n$). Then the mapping $f \mapsto (c_k(f))_{k \in \mathbb{Z}^n}$, $c_k(f) = (f, e^{ikx})$, defines an isometry of $L_2(\mathbb{T}^n, dx)$ onto $\ell_2(\mathbb{Z}^n)$.

There is an easy way to define distributions on the torus. We have the explicit bilinear form $\int_{\mathbb{T}^n} f(x)g(x) \, dx = \int_Q f(x)g(x) \, dx$. The test functions are
the $C^\infty$-functions on $\mathbb{T}^n$ ($C^\infty$-functions on $\mathbb{R}^n$ with period $2\pi$ in each coordinate $x_1, \ldots, x_n$), and we can identify $\mathcal{D}'(\mathbb{T}^n)$ with the dual space, such that an $L_2$-function $f$ identifies with the distribution acting like $\varphi \mapsto \int_{\mathbb{T}^n} f(x) \varphi(x) \, dx$.

For a function $f \in C^m(\mathbb{T}^n)$ having the Fourier series $\sum_{k \in \mathbb{Z}^n} c_k e^{ik \cdot x}$, an integration by parts shows that

$$D^\alpha f = \sum_{k \in \mathbb{Z}^n} k^\alpha c_k e^{ik \cdot x}.$$ 

For $u \in C^m(\mathbb{T}^n)$, the $m$-th Sobolev norm therefore satisfies, in view of (5.2),

$$\|u\|_m = \left( \sum_{|\alpha| \leq m} \|D^\alpha u\|_{L^2}^2 \right)^{\frac{1}{2}} \leq \sum_{k \in \mathbb{Z}^n} \left| \langle \ell \rangle^{m} c_k(u) \right| \in \ell^2,$$

$$\geq c \sum_{k \in \mathbb{Z}^n} \left| \langle \ell \rangle^{m} c_k(u) \right| \in \ell^2.$$ 

Since $C^\infty(\mathbb{T}^n)$ and hence $C^m(\mathbb{T}^n)$ is dense in $H^m(\mathbb{T}^n)$, we conclude that the $m$-th Sobolev space $(m \in \mathbb{N}_0)$ satisfies

$$H^m(\mathbb{T}^n) = \{ u \in L^2(\mathbb{T}^n) \mid (k^\alpha c_k(u))_{k \in \mathbb{Z}^n} \in \ell^2 \text{ for } |\alpha| \leq m \}$$

$$= \{ u \in L^2(\mathbb{T}^n) \mid (\langle \ell \rangle^m c_k(u))_{k \in \mathbb{Z}^n} \in \ell^2 \}.$$ 

Denote by $\ell^2(\mathbb{Z}^n)$ (or $\ell^2$) the space of sequences $a = (a_k)_{k \in \mathbb{Z}^n}$ for which $\sum_{k \in \mathbb{Z}^n} |\langle \ell \rangle^m a_k|^2 < \infty$. It is a Hilbert space with scalar product and norm

$$(a, b)_{\ell^2} = \sum_{k \in \mathbb{Z}^n} \langle \ell \rangle^{2m} a_k \overline{b_k}, \quad \|a\|_{\ell^2} = \left( \sum_{k \in \mathbb{Z}^n} |\langle \ell \rangle^m a_k|^2 \right)^{\frac{1}{2}}, \quad (8.11)$$

this follows immediately from the fact that multiplication $M_{\langle \ell \rangle^m} : (a_k) \mapsto (\langle \ell \rangle^m a_k)$ maps $\ell^2$ isometrically onto the well-known Hilbert space $\ell^2 (= \ell^2)$. Then the above calculations show that $H^m(\mathbb{T}^n)$ may be equivalently provided with the scalar product and norm

$$(u, v)_{m, \wedge} = \sum_{k \in \mathbb{Z}^n} \langle \langle \ell \rangle^{2m} c_k(u) \rangle \overline{c_k(v)} = \langle (c_k(u))_{k \in \mathbb{Z}^n}, (c_k(v))_{k \in \mathbb{Z}^n} \rangle_{\ell^2},$$

$$\|u\|_{m, \wedge} = (u, u)_{m, \wedge} = \|(c_k(u))_{k \in \mathbb{Z}^n}\|_{\ell^2}.$$ 

For $s \in \mathbb{R}_+$, this generalizes immediately to define, as subspaces of $L^2(\mathbb{T}^n)$,

$$H^s(\mathbb{T}^n) = \{ u \mid (c_k(u))_{k \in \mathbb{Z}^n} \in \ell^2(\mathbb{Z}^n) \}, \quad (8.12)$$

provided with the scalar product and norm

$$(u, v)_{s, \wedge} = \sum_{k \in \mathbb{Z}^n} \langle \langle \ell \rangle^{2s} c_k(u) \rangle \overline{c_k(v)} = \langle (c_k(u)), (c_k(v)) \rangle_{\ell^2},$$

$$\|u\|_{s, \wedge} = (u, u)_{s, \wedge} = \|(c_k(u))\|_{\ell^2}. \quad (8.13)$$
Also for noninteger \( s \), the definition of \( H^s(\mathbb{T}^n) \) is consistent with the general definition on compact manifolds given further above; this can be shown e.g.

by use of interpolation theory (cf. Lions and Magenes [LM68]: When \( s \in [0, 2] \), the space \( H^s(X) \) is the domain of \( A^{s/2} \), whenever \( A \) is a selfadjoint positive operator in \( L_2(X) \) with domain \( H^2(X) \)). Details will not be given here.

We can moreover make a generalization to arbitrary \( s \in \mathbb{R} \).

Observe that when \( f_k \) is a sequence in \( \ell^2_2(\mathbb{Z}^n) \) for some \( s \in \mathbb{R} \), then the series \( \sum_{k \in \mathbb{Z}^n} f_k e^{ik \cdot x} \) converges in \( \mathcal{D}' \) to a distribution \( f \). Take a test function \( \varphi \in C^\infty(\mathbb{T}^n) \); its Fourier series \( \sum_{k \in \mathbb{Z}^n} a_k e^{ik \cdot x} \) has the coefficient sequence \( (a_k)_{k \in \mathbb{Z}^n} \) lying in \( \ell^2_2 \) for any \( r \). Let \( f^N = \sum_{|k| \leq N} f_k e^{ik \cdot x} \); then

\[
\langle f^N, \varphi \rangle = \sum_{|k| \leq N} f_k \bar{a}_k, \quad \sum_{|k| \leq N} |f_k \bar{a}_k| = \sum_{|k| \leq N} |\langle k \rangle^s f_k| |\langle k \rangle^{-s} a_k| \leq \left( \sum_{|k| \leq N} |\langle k \rangle^s f_k|^2 \right)^{\frac{1}{2}} \left( \sum_{|k| \leq N} |\langle k \rangle^{-s} a_k|^2 \right)^{\frac{1}{2}} \leq \|f_k\|_{\ell^s_2} \|a_k\|_{\ell^{-s}_2}.
\]

Thus \( \langle f^N, \varphi \rangle \) converges for each \( \varphi \) when \( N \to \infty \), and it follows from the limit theorem (Theorem 3.9) that \( f^N \) converges to a distribution \( f \). In particular,

\[
\langle f, e^{-ik \cdot x} \rangle = \lim_{N \to \infty} \langle f^N, e^{-ik \cdot x} \rangle = f_k \text{ for each } k.
\]

So there is a subset of the distributions \( f \in \mathcal{D}'(\mathbb{T}^n) \) that can be written as \( \sum_{k \in \mathbb{Z}^n} f_k e^{ik \cdot x} \), with \( f_k = c_k(f) = \langle f, e^{-ik \cdot x} \rangle \) and \( f_k \in \ell^2_2 \), and we define \( H^s(\mathbb{T}^n) \) to consist of these; in other words it is defined by (8.12) and (8.13).

It can now be remarked that \( H^s(\mathbb{T}^n) \) and \( H^{-s}(\mathbb{T}^n) \) identify with each other’s dual spaces with a duality extending the \( L_2 \) scalar product. The proof is similar to that of Theorem 6.15: First of all, \( \ell^2_2 \) identifies with its own dual space by the Riesz representation theorem. By use of the isometry \( M_{(k)^s} \) this extends to an identification of \( \ell^\ast_2 \) and \( \ell^2_2 \) with each other’s dual spaces, and this carries over to the duality between \( H^{-s} \) and \( H^s \) when we carry \( (a_k)_{k \in \mathbb{Z}^n} \) over to \( \sum_{k \in \mathbb{Z}^n} a_k e^{ik \cdot x} \).

Another observation is that since \( \mathbb{T}^n \) is compact, any distribution \( u \) has a finite order \( M \). Now when \( \varphi \) is as above we have for \( |\alpha| \leq M \),

\[
\sup |D^\alpha \varphi(x)| = \sup \left| \sum_{k \in \mathbb{Z}^n} k^\alpha a_k e^{ik \cdot x} \right| = \left| \sum_{k \in \mathbb{Z}^n} \langle k \rangle^{|\alpha|} |a_k| \right| \leq \sum_{k \in \mathbb{Z}^n} \langle k \rangle^{M+b} |a_k| |\langle k \rangle|^{-b} \leq \|a_k\|_{\ell^{M+b}_2} \|\langle k \rangle\|_{\ell^{-b}_2} \|a_k\|_{\ell^{M+b}_2} \text{ for } b > \frac{r}{2},
\]

where \( \|\langle k \rangle^{-b}\|_{\ell^0_2} < \infty \) for \( b > \frac{r}{2} \) (cf. (8.15)ff. below). Thus \( \|\varphi\|_{C^M} \leq c_b \|a_k\|_{\ell^{M+b}_2} \) for \( b > \frac{r}{2} \). Hence

\[
|\langle u, \varphi \rangle| \leq CM \sup \{ |D^\alpha \varphi(x)| \mid |\alpha| \leq M, x \in \mathbb{T}^n \} \leq C' \|\varphi\|_{M+b, \ell^2},
\]

for all \( \varphi \), so \( u \) defines a continuous functional on \( H^{M+b}(\mathbb{T}^n) \). It follows that \( u \in H^{-M-b}(\mathbb{T}^n) \). Consequently,
\[ \mathcal{D}'(\mathbb{T}^n) = \bigcup_{s \in \mathbb{R}} H^s(\mathbb{T}^n) = \bigcup_{s \in \mathbb{Z}} H^s(\mathbb{T}^n). \]

Let us define \( \Lambda_s \) for \( s \in \mathbb{R} \) as the operator

\[
\Lambda_s : \sum_{k \in \mathbb{Z}^n} c_k e^{ik \cdot x} \mapsto \sum_{k \in \mathbb{Z}^n} \langle k \rangle^s c_k e^{ik \cdot x} \tag{8.14}
\]

(corresponding to the multiplication operator \( M_{\langle k \rangle^s} \) on the coefficient sequence); then clearly

\[ \Lambda_s \text{ maps } H^t(\mathbb{T}^n) \text{ isometrically onto } H^{t-s}(\mathbb{T}^n), \]

when the norms \( \|u\|_{r,\Lambda} \) are used, and \( \Lambda_{-s} \) is the inverse of \( \Lambda_s \) for any \( s \).

**Theorem 8.3.** \( ^{1^\circ} \) When \( s > 0 \), \( \Lambda_{-s} \) defines a bounded selfadjoint operator in \( L_2(\mathbb{T}^n) \), which is a compact operator in \( L_2(\mathbb{T}^n) \).

The injection of \( H^s(\mathbb{T}^n) \) into \( L_2(\mathbb{T}^n) \) is compact.

\( ^{2^\circ} \) When \( s > s' \), the injection of \( H^s(\mathbb{T}^n) \) into \( H^{s'}(\mathbb{T}^n) \) is compact.

**Proof.** Let \( s > 0 \). Since \( \|u\|_{s,\Lambda} \geq \|u\|_{0,\Lambda} \), \( \Lambda_{-s} \) defines a bounded operator \( T \) in \( L_2(\mathbb{T}^n) \), and it is clearly symmetric, hence selfadjoint. Moreover, the orthonormal basis \( (e^{ik \cdot x})_{k \in \mathbb{Z}^n} \) is a complete system of eigenvectors of \( T \), with eigenvalues \( \langle k \rangle^{-s} \). Then \( T \) is a compact operator in \( L_2(\mathbb{T}^n) \), since \( \langle k \rangle^{-s} \to 0 \) for \( |k| \to \infty \).

It follows that the injection of \( H^s(\mathbb{T}^n) \) into \( H^0(\mathbb{T}^n) \) is compact. Namely, when \( u_l \) is a bounded sequence in \( H^s(\mathbb{T}^n) \), we can write \( u_l = \Lambda_{-s} f_l = T f_l \), where \( (f_l) \) is bounded in \( L_2(\mathbb{T}^n) \), so the compactness of \( T \) in \( L_2(\mathbb{T}^n) \) implies that \( u_l \) has a convergent subsequence in \( L_2(\mathbb{T}^n) \). This shows \( ^{1^\circ} \).

For more general \( s \) and \( s' \), one carries the injection \( E : H^s(\mathbb{T}^n) \hookrightarrow H^{s'}(\mathbb{T}^n) \) over into the injection \( E' : H^{s-s'}(\mathbb{T}^n) \hookrightarrow H^0(\mathbb{T}^n) \) by use of the isometries \( \Lambda_{-s'} \) and \( \Lambda_{s'} \), setting \( E = \Lambda_{-s'} E' \Lambda_{s'} \); it is compact in \( H^{s'}(\mathbb{T}^n) \), since \( E' \) is so in \( H^0(\mathbb{T}^n) \).

**Proof (of Theorem 8.2).** Let \( u_l \) be a bounded sequence in \( H^s(X) \), then for each \( j \) (cf. (8.10)), \( \varphi_j u \circ \kappa_j^{-1} \) is bounded in \( H^s(\mathbb{R}^n) \). The support is in a fixed compact subset of \( V_j \), and we can assume (after a scaling and translation if necessary) that this is a compact subset of \( Q^0 \), so that the sequence identifies with a bounded sequence in \( H^s(\mathbb{T}^n) \). Then Theorem 8.3 gives that there is a subsequence that converges in \( H^{s'}(\mathbb{T}^n) \). Taking subsequences in this way successively for \( j = 1, \ldots, j_0 \), we arrive at a numbering such that the corresponding subsequence of \( u_l \) converges in \( H^s(X) \).

The statement on the compactness of the operator defined from \( \Lambda_{-s} \) for \( s > 0 \) can be made more precise by reference to *Schatten classes*. A compact selfadjoint operator \( T \geq 0 \) is said to belong to the Schatten class \( \mathcal{C}_p \) (for some \( p > 0 \), when the eigenvalue sequence \( \{\lambda_j\}_{j \in \mathbb{N}_0} \) satisfies \( \sum_{j \in \mathbb{N}_0} \lambda_j^p < \infty \).
In particular, the operators in $\mathcal{C}_1$ are the trace-class operators, those in $\mathcal{C}_2$ are the Hilbert-Schmidt operators. For nonselfadjoint $T$, the Schatten class is defined according to the behavior of the eigenvalues of $(T^*T)^{\frac{1}{2}}$.

We here observe that $\Lambda_{-s}$, or the embedding $H^s(\mathbb{T}^n) \hookrightarrow H^0(\mathbb{T}^n)$, is in the Schatten classes $\mathcal{C}_p$ with $p > n/s$, since

$$\sum_{k \in \mathbb{Z}^n} |k|^{-sp} < \infty \text{ for } s > n/p \quad (8.15)$$

(which is seen by comparison with $\int_{\mathbb{R}^n} |x|^{-sp} \, dx$). In particular, the injection is trace-class for $s > n$, and it is Hilbert-Schmidt for $s > n/2$.

An operator $P : C^\infty(X) \rightarrow C^\infty(X)$ is said to be a pseudodifferential operator of order $d$, when $P_j : C^\infty_0(V_j) \rightarrow C^\infty(V_j)$, defined by

$$P_j v = P(v \circ \kappa_j) \circ \kappa_j^{-1}, \quad v \in C^\infty_0(V_j), \quad (8.16)$$

is a $\psi$do of order $d$ on $V_j$ for each $j$.

To see that the definition makes good sense and is independent of the choice of a particular atlas, we appeal to Theorem 8.1, which shows that the property of being a $\psi$do on an open set is preserved under diffeomorphisms. Here the pieces $P_j$ generally have $S^d_{1,0}$ symbols, but if they are polyhomogeneous with respect to one atlas, they are so in all atlases, and we say that $P$ is polyhomogeneous.

In the following we restrict our attention to the polyhomogeneous case.

The symbols of the localized pieces $P_j$ of course depend on the choice of atlas. However, there is a remarkable fact, namely, that the principal symbol has an invariant meaning.

To explain this, we need the concept of vector bundles over a manifold, that we shall now briefly explain. A trivial vector bundle over $X$ with fiber dimension $N$ is simply the manifold $X \times \mathbb{C}^N$; the points are denoted for example $\{x, v\} (x \in X$ and $v \in \mathbb{C}^N)$, and for each $x \in X$, the subset $\{x\} \times \mathbb{C}^N$ is called the fiber (or fibre) over $x$. $X$ is then called the base space. On the space $X \times \mathbb{C}^N$, the mapping $\pi : \{x, v\} \rightarrow \{x, 0\}$ is a projection. Here we identify $\{x, 0\}$ with $x$, such that $X$ is the range of the projection. Then, for each $x \in X$, $\pi^{-1}(\{x\}) = \{x\} \times \mathbb{C}^n$, the fiber over $x$. The sections of $X \times \mathbb{C}^N$ are the vector-valued functions $f : X \rightarrow \mathbb{C}^N$.

A general $C^\infty$-vector bundle $E$ over $X$ is a $C^\infty$-manifold provided with a projection $\pi : E \rightarrow X$ such that $\pi^{-1}(\{x\})$ is an $N$-dimensional complex vector space (the fiber over $x$). Again, $X$ is identified with a subset of $E$. Here we require that $E$ is covered by open sets of the form $\pi^{-1}(U)$ with $U$ open $\subset X$, and there is an associated mapping $\Psi : \pi^{-1}(U) \rightarrow V \times \mathbb{C}^N$, such that the restriction of $\Psi$ to $U$ is a coordinate mapping $\kappa : U \rightarrow V$, and at each $x \in U$, $\Psi$ maps the fiber $\pi^{-1}(\{x\})$ over $x$ linearly onto $\mathbb{C}^N$, the fiber over $\kappa(x)$. Such a mapping $\Psi$ (or rather, a triple $\{\Psi, U, V\}$) is called a local trivialization, and the associated mapping $\kappa : U \rightarrow V$ is called the base space.
mapping. When \( \Psi_1 \) and \( \Psi_2 \) are local trivializations with \( U_1 \cap U_2 \neq \emptyset \), the mapping \( g_{12} = \Psi_1 \circ \Psi_2^{-1} \) from \( \kappa_2(U_1 \cap U_2) \times \mathbb{C}^N \) to \( \kappa_1(U_1 \cap U_2) \times \mathbb{C}^N \) is called a transition function (skiftefunktion); it is a smooth family of regular \( N \times N \)-matrices parametrized by \( y \in \kappa_2(U_1 \cap U_2) \). The (continuous, say) sections of \( E \) are the continuous functions \( f : X \to E \) such that \( f(x) \in \pi^{-1}(\{x\}) \) (i.e., \( f(x) \) lies in the fiber over \( x \)). In each local trivialization, they carry over to continuous functions from \( V \) to \( \mathbb{C}^N \). They are said to be \( C^k \) \((k \leq \infty)\) when they carry over to \( C^k \) functions in the local trivializations. — Each section can be viewed as a subset of \( E \) (a “graph”).

The zero section sends \( x \) into the origin of the fiber over \( x \); one often identifies the zero section with \( X \) itself.

One can of course also define real vector bundles, where the fibers are real \( N \)-dimensional vector spaces.

We use these concepts in two ways: For one thing, we can let our \( \psi \)do’s be matrix-valued, and then we can allow the matrix structure to “twist” when one moves around on \( X \), by letting the \( \psi \)do’s act on sections of vector bundles. Here it is natural to take complex vector bundles. One can provide such vector bundles with a Hermitian structure — this means that one chooses a scalar product in each fiber, varying smoothly along \( X \); then \( L^2 \) scalar products can be defined for the sections (not just for functions), and all that was said about function spaces (and distribution spaces) above extends to sections of vector bundles.

The other use we make of vector bundles is crucial even for scalar pseudodifferential operators: There is a special real vector bundle with fiber dimension \( n \) associated with \( X \) called the cotangent bundle \( T^*(X) \). It can be described as follows: It has an atlas consisting of open sets \( \pi^{-1}(U_j) \), \( j = 1, \ldots, j_0 \), and local trivializations \( \Psi_i : \pi^{-1}(U_j) \to V_j \times \mathbb{R}^n \), such that the associated base space mappings \( \kappa_j : U_j \to V_j \) are connected with the transition functions in the following way:

When \( x \in U_i \cap U_j \), the linear map \( \Psi_j \circ \Psi_i^{-1} \) from \( \{\kappa_i(x)\} \times \mathbb{R}^n \to \{\kappa_j(x)\} \times \mathbb{R}^n \) equals the inverse transpose of the Jacobian of \( \kappa_j \circ \kappa_i^{-1} \) at \( \kappa_i(x) \).

(A full discussion can be found in textbooks on differential geometry. One can also find a detailed description in [H83] pages 146–148. The cotangent bundle is the dual bundle of the tangent bundle \( T(X) \) where the transition functions are the Jacobians of the \( \kappa_j \circ \kappa_i^{-1} \).)

This is a way of describing the cotangent bundle that fits directly with our purpose, which is to define the principal symbol of a \( \psi \)do as a function on \( T^*(X) \setminus 0 \) (the cotangent bundle with the zero section removed). Indeed, formula (8.5) shows that when \( \rho^0(x, \xi) \) is given in some coordinate system, one gets the same value after a change to new coordinates \( \xi = \kappa(x) \) if one maps \( \{x, \xi\} \) to \( \{\kappa(x), \kappa'(x)^{-1} \xi\} \). (We here consider the version of \( \rho^0 \) that is homogeneous outside \( \xi = 0 \).) So it is independent of the choice of local trivializations.

When \( P \) is a polyhomogeneous \( \psi \)do of order \( d \) on \( X \), there is defined a principal symbol in each local coordinate system, and this allows us to
define a principal symbol that is a function on the nonzero cotangent bundle \( T^*(X) \setminus 0 \) (since the value can be found in a consistent way from the value in any local coordinate system). We call it \( p^0(x, \xi) \) again, where \( x \in X \) and \( \xi \) indicates a point in the fiber over \( x \).

One can even let \( p^0 \) take its values in a vector bundle \( E \) over \( X \) (so that \( p^0 \) is matrix-formed in local trivializations).

With these preparations, it is meaningful to speak of elliptic \( \psi \)do’s on \( X \). For \( \psi \)do’s acting on sections of bundles — sending \( C^\infty(E) \) into \( C^\infty(E') \) where \( E \) and \( E' \) are vector bundles of fiber dimension \( N \) resp. \( N' \) — we can even speak of injectively elliptic resp. surjectively elliptic \( \psi \)do’s (meaning that they are so in local trivializations).

There are some considerations on cut-off functions that are useful when dealing with \( \psi \)do’s on manifolds.

**Lemma 8.4.** Let \( X \) be a compact \( C^\infty \) manifold.

1° To every finite open cover \( \{U_1, \ldots, U_J\} \) of \( X \) there exists an associated partition of unity \( \{\psi_1, \ldots, \psi_J\} \), that is, a family of nonnegative functions \( \psi_j \in C^\infty_0(U_j) \) such that \( \sum_{j=1}^J \psi_j = 1 \).

2° There exists a finite family of local coordinates \( \kappa_i : U_i \to V_i, \quad i = 1, \ldots, I \) for which there is a subordinate partition of unity \( \{\varphi_1, \ldots, \varphi_{I_0}\} \) (nonnegative smooth functions having the sum 1), such that any four of the functions \( \psi_j, \varphi_k, \varphi_l, \varphi_m \) have their support in some \( U_i \). (This extends to families of trivializations when a vector bundle is considered.)

**Proof.** The statement in 1° is a simple generalization of the well-known statement for compact subsets in \( \mathbb{R}^n \) (Theorem 2.17): We can choose compact subsets \( K_j, K'_j \) of the \( U_j \) such that \( K'_j \subset K^c_j \), \( X = \bigcup K'_j \), and we can find smooth functions \( \zeta_j \) that are 1 on \( K'_j \) and have support in \( K^c_j \); then take \( \psi_j = \zeta_j / \sum_k \zeta_k \).

For 2°, a proof goes as follows: We can assume that \( X \) is provided with a Riemannian metric. Consider a system of coordinates \( \{\kappa_i : U_i \to V_i\}_{i=1}^{I_0} \); we assume that the patches \( V_i \) are disjoint, and note that they need not be connected sets. By the compactness of \( X \), there is a number \( \delta > 0 \) such that any subset of \( X \) with geodesic diameter \( \leq \delta \) is contained in one of the sets \( U_i \). Now cover \( X \) by a finite system of open balls \( B_j, \quad j = 1, \ldots, J_0 \), of radius \( \leq \delta/8 \). We claim that this system has the following 4-cluster property: Any four sets \( B_{j_1}, B_{j_2}, B_{j_3}, B_{j_4} \) can be grouped in clusters that are mutually disjoint and where each cluster lies in one of the sets \( U_i \).

The 4-cluster property is seen as follows: Let \( j_1, j_2, j_3, j_4 \leq J_0 \) be given. First adjoin to \( B_{j_1} \) those of the \( B_{j_k}, \quad k = 2, 3, 4, \) that it intersects with; next, adjoin to this union those of the remaining sets that it intersects with, and finally do it once more; this gives the first cluster. If any sets are left, repeat the procedure with these (at most three). Now the procedure is repeated with the remaining sets, and so on; this ends after at most four steps. The clusters are clearly mutually disjoint, and by construction, each cluster has...
diameter \leq \delta$, hence lies in a set $U_i$. (One could similarly obtain covers with an $N$-cluster property, taking balls of radius $\leq \delta/2N$.)

To the original coordinate mappings we now adjoin the following new ones: Assume that $B_{j_1}, B_{j_2}, B_{j_3}, B_{j_4}$ gave rise to the disjoint clusters $U', U'', \ldots$, where $U' \subset U'_i, U'' \subset U''_i, \ldots$. Then use $\kappa_i'$ on $U', \kappa_i''$ on $U'' \ldots$ (if necessary followed by linear transformations $\Phi'' \ldots$ to separate the images) to define the mapping $\kappa : U' \cup U'' \cup \ldots \leftrightarrow \kappa_i'(U') \cup \Phi'' \kappa_i''(U'') \cup \ldots$. This gives a new coordinate mapping, for which $B_{j_1} \cup B_{j_2} \cup B_{j_3} \cup B_{j_4}$ equals the initial set $U' \cup U'' \cup \ldots$. In this way, finitely many new coordinate mappings, say $\{\kappa_i : U_i \rightarrow V_i\}_{i=1,0}^{1}$, are adjoined to the original ones, and we have established a mapping $(j_1, j_2, j_3, j_4) \mapsto i = i(j_1, j_2, j_3, j_4)$ for which

$$B_{j_1} \cup B_{j_2} \cup B_{j_3} \cup B_{j_4} \subset U_{i(j_1,j_2,j_3,j_4)}.$$}

Let $\{\varrho_j\}_{j=1}^{J_0}$ be a partition of unity associated with the cover $\{B_j\}_{j=1}^{J_0}$ (here we use $1^0$), then it has the desired property with respect to the system $\{\kappa_i : U_i \rightarrow V_i\}_{i=1}^{I_1}$.

The refined partition of unity in $2^0$ is convenient when we consider compositions of operators. (It was used in this way in [S69], but a proof was not included there.) If $P$ and $Q$ are $\psi$do’s on $X$, write

$$R = PQ = \sum_{j,k,l,m} \varrho_j P \varrho_k Q \varrho_m,$$  \hspace{1cm} (8.17)

then each term $\varrho_j P \varrho_k Q \varrho_m$ has support in a set $U_i$ that carries over to $V_i \subset \mathbb{R}^n$ by $\kappa_i$, so that we can use the composition rules for $\psi$do’s on $\mathbb{R}^n$. It follows that $R$ is again a $\psi$do on $X$; in the local coordinates it has symbols calculated by the usual rules. In particular, the principal symbol of the composition is found from the principal symbols, carried back to $T^*(X) \setminus 0$ and added up:

$$r^0(x, \xi) = \sum_{j,k,l,m} \varrho_j(x) \varrho_k(x) p^0(x, \xi) \varrho_l(x) \varrho_m(x) q^0(x, \xi) = p^0(x, \xi) q^0(x, \xi).$$  \hspace{1cm} (8.18)

One shows that the adjoint $P^*$ of a $\psi$do $P$ (with respect to the chosen scalar product in $L_2(X)$) is again a $\psi$do, by using a partition of unity as in $2^0$ in the consideration of the identities

$$\int_X (Pf) \overline{g} dx = \int_X f(P^*g) dx.$$  \hspace{1cm} (8.19)

The principal symbol follows the rule from Theorem 7.13; in particular, $P^*$ is elliptic when $P$ is so.

We can also use the partitions of unity to show continuity in Sobolev spaces over $X$:

**Theorem 8.5.** Let $P$ be a pseudodifferential operator on $X$ of order $d$. Then $P$ is continuous from $H^s(X)$ to $H^{s-d}(X)$ for all $s \in \mathbb{R}$. 
Proof. Let $\varrho_k$ be a partition of unity as in Lemma 8.4 2°. Then $P = \sum_{j,k \leq J_0} \varrho_j \varrho_k$. For each $j,k$ there is an $i \leq I_1$ such that $\varrho_j$ and $\varrho_k$ are supported in $U_i$. Then when $\varrho_j P \varrho_k$ is carried over to $V_i$, we find a $\psi$do with symbol (in $(x,y)$-form) vanishing for $(x,y)$ outside a compact subset of $V_i \times V_i$; it identifies (by extension by 0) with a symbol in $S^1_{1,0}(\mathbb{R}^{2n}, \mathbb{R}^n)$, and hence defines a continuous operator from $H^s(\mathbb{R}^n)$ to $H^{s-d}(\mathbb{R}^n)$ for any $s \in \mathbb{R}$. It follows that $\varrho_j P \varrho_k$ is continuous from $H^s(X)$ to $H^{s-d}(X)$. Adding the pieces, we find the statement in the theorem.

For the construction of a parametrix of a given elliptic operator we use Lemma 8.4 1° combined with some extra cut-off functions:

**Theorem 8.6.** Let $P$ be an elliptic $\psi$do of order $d$ on $X$. Then there is a $\psi$do $Q$ on $X$, elliptic of order $-d$, such that

\[
\begin{align*}
(i) & \quad PQ = I + R_1, \\
(ii) & \quad QP = I + R_2,
\end{align*}
\]

with $R_1$ and $R_2$ of order $-\infty$.

Proof. Along with the $\psi_j$ in 1° we can find $\zeta_j$ and $\theta_j \in C^\infty_0(U_j)$ such that $\zeta_j(x) = 1$ on a neighborhood of supp $\psi_j$, $\theta_j(x) = 1$ on a neighborhood of supp $\zeta_j$. Since $P_j$ (recall (8.16)) is elliptic on $V_j$, it has a parametrix $Q'_j$ there. Denoting the functions $\psi_j, \zeta_j, \theta_j$ carried over to $V_j$ (i.e., composed with $\kappa_j^{-1}$) by $\tilde{\psi}_j, \tilde{\zeta}_j, \tilde{\theta}_j$, we observe that

\[
C'_j = \tilde{\theta}_j P_j \tilde{\theta}_j \tilde{\zeta}_j Q'_j \tilde{\psi}_j - \tilde{\psi}_j \sim 0.
\]

Namely,

\[
C'_j = (\tilde{\theta}_j P_j \tilde{\theta}_j \tilde{\zeta}_j Q'_j - I) \tilde{\psi}_j = (\tilde{\theta}_j P_j \tilde{\zeta}_j Q'_j - I) \tilde{\psi}_j = (\tilde{\theta}_j P_j Q'_j - I) \tilde{\psi}_j + \tilde{\theta}_j P_j (\tilde{\zeta}_j - 1) Q'_j \tilde{\psi}_j \sim (\tilde{\theta}_j - 1) \tilde{\psi}_j = 0;
\]

it is used here that $1 - \zeta_j$ and $\psi_j$ have disjoint supports, and that $\theta_j = 1$ on supp $\psi_j$. Moreover, $C'_j$ carries over to $X$ as a negligible operator $C_j$ with support properties corresponding to the fact that $C'_j$ has kernel support in supp$\tilde{\theta}_j \times$ supp$\tilde{\psi}_j$. Now let $Qu = \sum_j (\zeta_j Q'_j ((\psi_j u) \circ \kappa_j^{-1})) \circ \kappa_j$. Then

\[
(PQ - I)u = \sum_j (P [\zeta_j Q'_j ((\psi_j u) \circ \kappa_j^{-1}) \circ \kappa_j] - \psi_j u)
\]

\[
= \sum_j (\theta_j P \theta_j [\zeta_j Q'_j ((\psi_j u) \circ \kappa_j^{-1}) \circ \kappa_j] - \psi_j u) + Ru,
\]

with $R$ negligible, since $1 - \theta_j$ and $\zeta_j$ have disjoint supports. The $j$-th term in the last sum equals $C_j u$, and $\sum_j C_j$ is negligible. This shows (8.20) (i).
There is a similar construction of a left parametrix, satisfying (8.20) (ii), and then each of them is a two-sided parametrix, by the usual argument (as in Corollary 7.19).

In each coordinate system, the principal symbol of $Q'_j$ is $p^0(x, \xi)^{-1}$ (for those $\xi$ where it is homogeneous). Then the principal symbol of $Q$, the sum of the $\zeta_j Q'_j \psi_j$ carried over to $X$, is equal to

$$\sum_j \zeta_j(x) p^0(x, \xi)^{-1} \psi_j(x) = (p^0)^{-1}(x, \xi),$$

since $\zeta_j \psi_j = \psi_j$ and $\sum_j \psi_j = 1$. In particular, $Q$ is elliptic of order $-d$. \qed

There are also one-sided versions, that we state here in full generality:

**Theorem 8.7.** Let $E$ and $E'$ be complex vector bundles over $X$ of fiber dimensions $N$ resp. $N'$, and let $P$ be a pseudodifferential operator of order $d$ from the sections of $E$ to the sections of $E'$.

1° If $N' \leq N$ and $P$ is surjectively elliptic of order $d$, then there exists a right parametrix $Q$, which is a $\psi$do from the sections of $E'$ to $E$, injectively elliptic of order $-d$, such that (8.20) (i) holds.

2° If $N' \geq N$ and $P$ is injectively elliptic of order $d$, then there exists a left parametrix $Q$, which is a $\psi$do from the sections of $E'$ to $E$, surjectively elliptic of order $-d$, such that (8.20) (ii) holds.

3° If $N = N'$ and either 1° or 2° holds for some $Q$, then $P$ is elliptic of order $d$, and both (i) and (ii) in (8.20) hold with that $Q$.

In the case of trivial bundles over $X$, the proof can be left to the reader (to deduce it from Theorem 7.18 by the method in Theorem 8.6). In the situation of general bundles one should replace the coordinate changes $\kappa_j$ by the local trivializations $\Psi_j$, with an appropriate notation for the trivialized sections. (Here the proof can be left to readers who are familiar with working with vector bundles.) There is again a corollary on regularity of solutions of elliptic problems as in Corollary 7.20. For existence and uniqueness questions we can get much better results than in Chapter 7, as will be seen in the following.

### 8.3 Fredholm theory, the index

Let $V_1$ and $V_2$ be vector spaces. A Fredholm operator from $V_1$ to $V_2$ is a linear operator $T$ from $V_1$ to $V_2$ such that $\ker T$ and $\coker T$ have finite dimension; here $\ker T$ is the nullspace (also denoted $Z(T)$) and $\coker T$ is the quotient space $H_2/R(T)$, where $R(T)$ is the range of $T$. The dimension of $H_2/R(T)$ is also called $\text{codim } R(T)$.

We shall recall some facts concerning Fredholm operators between Hilbert spaces. More comprehensive treatments can be found in various books, e.g.
Fredholm theory, the index

Fredholm operators can also be studied in Banach spaces (and even more general spaces) but we shall just need them in Hilbert spaces, where some proofs are simpler to explain.

Let $H_1$ and $H_2$ be Hilbert spaces; we denote as usual the space of bounded linear operators from $H_1$ to $H_2$ by $B(H_1, H_2)$. First of all one can observe that when $T \in B(H_1, H_2)$ is a Fredholm operator, then $R(T)$ is closed in $H_2$. To see this, note that $T : H_1 \ominus Z(T) \to H_2$ is again bounded and is a Fredholm operator. If $\dim \ker T = n$, we can choose a linear mapping $S : \mathbb{C}^n \to H_2$ that maps $\mathbb{C}^n$ onto a complement of $R(T)$ in $H_2$; then $T_1 : \{x, y\} \to Tx + Sy$ from $(H_1 \ominus Z(T)) \oplus \mathbb{C}^n$ to $H_2$ is bijective. $T_1$ is continuous, hence so is its inverse (by the closed graph theorem). But then $R(T) = T_1((H_1 \ominus Z(T)) \oplus \{0\})$ is closed.

The property of having closed range is often included in the definition of Fredholm operators, but we see that it holds automatically here.

When $T$ is a Fredholm operator, its index is defined by

$$\text{index } T = \dim \ker T - \dim \coker T. \quad (8.21)$$

The following property is fundamental:

**Proposition 8.8.** When $T \in B(H_1, H_2)$ is bijective, and $K \in B(H_1, H_2)$ is compact, then $T + K$ is a Fredholm operator.

**Proof.** Recall that a compact operator maps any bounded sequence into a sequence that has a convergent subsequence. We first show why $Z(T + K)$ is finite dimensional: $Z(T + K)$ is a linear space, and for $x \in Z(T + K),

$$Tx = -Kx.$$ Let $x_j$ be a bounded sequence in $Z(T + K)$. By the compactness of $K$, $Kx_j$ has a convergent subsequence $Kx_{j_k}$, but then $Tx_{j_k}$ is also convergent, and so is $x_{j_k}$ since $T^{-1}$ is bounded. We have shown that any bounded sequence in $Z(T + K)$ has a convergent subsequence. Then the Hilbert space $Z(T + K)$ must be finite dimensional, for an infinite dimensional Hilbert space has an infinite orthonormal sequence (with no convergent subsequences).

Recall the general property $H_2 = \overline{R(T + K)} \oplus Z(T^* + K^*)$. Since $T^*$ is invertible and $K^*$ is compact, $Z(T^* + K^*)$ has finite dimension. So to see that $R(T + K)$ has finite codimension, we just have to show that it is closed.

Consider $(T + K) : \tilde{H}_1 \to H_2$ where $\tilde{H}_1 = H_1 \ominus Z(T + K)$. We claim that for all $x \in H_1,$

$$\|x\| \leq c\|(T + K)x\| \quad \text{for some } c > 0. \quad (8.22)$$

Because if not, then there exist sequences $x_j \in \tilde{H}_1$ and $c_j$ such that $\|x_j\| = 1$ and $c_j \to \infty$, with
1 = \|x_j\| \geq c_j\|(T + K)x_j\|, \text{ for all } j.

But then \(\|(T + K)x_j\| \leq 1/c_j \to 0\). Since \(K\) is compact and \(\|x_j\| = 1\), there is a subsequence \(x_{j_k}\) with \(Kx_{j_k} \to v\) for some \(v \in H_2\). Then \(Tx_{j_k} \to -v\), so \(x_{j_k} = T^{-1}Tx_{j_k} \to w = -T^{-1}v\); note that \(w \in \bar{H}_1\) and has norm 1, since this holds for the \(x_{j_k}\). But \((T + K)w = \lim_k(Tx_{j_k} + Kx_{j_k}) = 0\), contradicting the fact that \(\bar{H}_1 \perp Z(T + K)\). It follows from (8.22) that \(R(T + K)\) is closed. \(\square\)

We shall see further below that the index of \(T + K\) in this case is 0. A special case is where \(H_1 = H_2\) and \(T = I\), in this case the result was proved by Fredholm and Riesz, and is known as the Fredholm alternative: “For an operator \(I + K\) in a Hilbert space \(H\) with \(K\) compact, the equation

\[(I + K)u = f\] (8.23)

is either uniquely solvable for all \(f \in H\), or there exist subspaces \(Z, Z'\) with the same finite dimension, such that (8.23) is solvable precisely when \(f \perp Z'\), and the solution is unique modulo \(Z\).” The general rules for Fredholm operators have been established by Atkinson and others.

**Lemma 8.9.** An operator \(T \in \mathcal{B}(H_1, H_2)\) is Fredholm if and only if there exist \(S_1, S_2 \in \mathcal{B}(H_2, H_1)\), \(K_1\) compact in \(H_1\) and \(K_2\) compact in \(H_2\), such that

\[S_1T = I + K_1, \quad TS_2 = I + K_2.\] (8.24)

**Proof.** When \(X\) is a closed subspace of a Hilbert space \(H\), we denote by \(\text{pr}_X\) the orthogonal projection onto \(X\), and by \(i_X\) the injection of \(X\) into \(H\). (When \(X \subset X_1 \subset H\), we denote the injection of \(X\) into \(X_1\) by \(i_X \rightarrow X_1).\)

Let \(T\) be Fredholm, then \(T\) defines a bijective operator \(\tilde{T}\) from \(\bar{H}_1 = H_1 \ominus Z(T)\) to \(H_2 = R(T) = H_2 \ominus Z(T^*)\). Let \(S_2 = i_{\bar{H}_1}(T)^{-1}\text{pr}_{R(T)}; then\)

\[TS_2 = T i_{\bar{H}_1}(T)^{-1}\text{pr}_{R(T)} = \text{pr}_{R(T)} = I - \text{pr}_{Z(T^*)},\]

so the second equation in (8.24) is achieved, even with a finite rank operator \(K_2 = -\text{pr}_{Z(T^*)}\). The adjoint \(T^*\) is likewise Fredholm, so the same argument shows the existence of \(S_3, K_3\) such that \(T^*S_3 = I + K_3\) with \(K_3\) of finite rank. Taking adjoints, we see that \(S_3^*, K_3^*\) can be used as \(S_1, K_1\).

Conversely, assume that (8.24) holds. The equations show that

\[Z(T) \subset Z(I + K_1), \quad R(T) \supset R(I + K_2).\]

The space \(Z(I + K_1)\) has finite dimension, and \(R(I + K_2)\) has finite codimension, in view of Proposition 8.8. Here \(\dim Z(T) \leq \dim Z(I + K_1)\) and \(\text{codim} R(T) \leq \text{codim} R(I + K_2)\), so \(T\) is Fredholm. \(\square\)

Some of the most important properties of Fredholm operators are:
Theorem 8.10. 1° Multiplicative property of the index. When $T_1 \in \mathcal{B}(H_1, H_2)$ and $T_2 \in \mathcal{B}(H_2, H_3)$ are Fredholm operators, then $T_2 T_1 \in \mathcal{B}(H_1, H_3)$ is also Fredholm, and

$$\text{Index} T_2 T_1 = \text{Index} T_2 + \text{Index} T_1.$$ (8.25)

2° Invariance of Fredholm property and index under small perturbations. Let $T \in \mathcal{B}(H_1, H_2)$ be a Fredholm operator. There is a constant $c > 0$ such that for all operators $S \in \mathcal{B}(H_1, H_2)$ with norm $< c$, $T + S$ is Fredholm and

$$\text{Index}(T + S) = \text{Index} T.$$ (8.26)

Thus the index is invariant under a homotopy of Fredholm operators.

3° Invariance of Fredholm property and index under compact perturbations. Let $T \in \mathcal{B}(H_1, H_2)$ be a Fredholm operator. Then for any compact operator $S \in \mathcal{B}(H_1, H_2)$, $T + S$ is Fredholm and (8.26) holds.

Proof. For 1°, we give a brief indication of the proof, found with more details in [C90, IX §3]. When $T$ is an operator of the form

$$T = \begin{pmatrix} T' & R \\ 0 & T'' \end{pmatrix} : \oplus \to \oplus,$$

with finite dimensional $H_1''$ and $H_2''$, and $T'$ bijective, then $T$ is Fredholm with index equal to $\dim H_1'' - \dim H_2''$, for so is $T'' : H_1'' \to H_2''$, by an elementary rule from linear algebra. The given Fredholm operators $T_1$ and $T_2$ can be written in this form,

$$T_1 = \begin{pmatrix} T_1' & R_1 \\ 0 & T_1'' \end{pmatrix} : \oplus \to \oplus, \quad T_2 = \begin{pmatrix} T_2' & R_2 \\ 0 & T_2'' \end{pmatrix} : \oplus \to \oplus,$$

when we define

$$H_2' = R(T_1) \cap Z(T_2)^\perp, \quad H_2'' = H_2 \ominus H_2' = R(T_1)^\perp + Z(T_2),$$

$$H_1' = T_1^{-1}(H_2') \cap Z(T_1)^\perp, \quad H_1'' = H_1 \ominus H_1',$$

$$H_3' = T_1(H_2'), \quad H_3'' = H_3 \ominus H_3'.$$

Then

$$T_2 T_1 = \begin{pmatrix} T_2' T_1' & R_3 \\ 0 & T_2'' T_1'' \end{pmatrix} : \oplus \to \oplus,$$

with index $T_2 T_1 = \dim H_3'' - \dim H_1'' = \dim H_3'' - \dim H_2'' + \dim H_2'' - \dim H_1'' = \text{Index} T_2 + \text{Index} T_1$.

For 2°, note that it holds obviously when $T$ is bijective, for then
\[ T + S = T(I + T^{-1}S), \] where \((I + T^{-1}S)^{-1} = \sum_{k \in \mathbb{N}_0} (-T^{-1}S)^k,\]

converging in norm when \(\|S\| < \|T^{-1}\|^{-1}\). Here (8.26) holds since both \(T + S\) and \(T\) have index 0, being bijective.

In the general case we can write, with notation as in Lemma 8.9,

\[
\begin{pmatrix}
\tilde{T} & 0 \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
\tilde{H}_1 & \tilde{H}_2 \\
Z & Z'
\end{pmatrix},
\]

where we have set \(Z = Z(T), Z' = Z(T^*)\). Then

\[
T + S = \begin{pmatrix}
\tilde{T} + S_{11} & S_{12} \\
S_{21} & S_{22}
\end{pmatrix}
\begin{pmatrix}
\tilde{H}_1 & \tilde{H}_2 \\
Z & Z'
\end{pmatrix},
\]

and \(\|S_{11}\| < c\) if \(\|S\| < c\). For \(c\) sufficiently small, \(\tilde{T} + S_{11}\) will be bijective. The range of \(T + S\) contains all elements of the form \((\tilde{T} + S_{11})u_1 \oplus S_{21}u_1, u_1 \in \tilde{H}_1\); hence since \(\tilde{T} + S_{11}\) maps \(\tilde{H}_1\) onto \(\tilde{H}_2\), every equivalence class in \(H_2/Z'\) is reached, so \(\text{codim} R(T + S) \leq \text{codim} R(T)\). The adjoints have a similar structure, so \(\dim Z(T + S) \leq \dim Z(T)\). We conclude that \(T + S\) is Fredholm, and will now determine its index.

We have that

\[
\tilde{T} + S_{11} = \text{pr}_{\tilde{H}_2}(T + S) \ i_{\tilde{H}_1},
\]

where each factor is a Fredholm operator. The product rule \(1^\circ\) gives

\[
0 = \text{index}(\tilde{T} + S_{11}) = \text{index} \ \text{pr}_{\tilde{H}_2} + \text{index}(T + S) + \text{index} \ i_{\tilde{H}_1}
= \dim Z' + \text{index}(T + S) - \dim Z,
\]

and we conclude that \(\text{index}(T + S) = \dim Z - \dim Z' = \text{index} T\).

For \(3^\circ\), we know from Proposition 8.8 that \(T + S\) is Fredholm if \(T\) is bijective. Applying \(2^\circ\) to the family of Fredholm operators \(T + \lambda S, \lambda \in [0, 1]\), we see that (8.26) holds in this case with indices zero. In particular, \(I + S\) has index 0.

For general Fredholm operators \(T\) we use Lemma 8.9: With auxiliary operators as in (8.24), we have that

\[
S_1(T + S) = I + K_1 + S_1S = I + K'_1,
\]

\[
(T + S)S_2 = I + K_2 + SS_2 = I + K'_2,
\]

with \(K'_1\) and \(K'_2\) compact, hence \(T + S\) is Fredholm by the lemma. Here \(I + K_1\) has index 0, so index \(S_1 = -\text{index} T\) by the product rule. Moreover, \(I + K'_1\)

has index zero, so index \((T + S) = -\text{index} S_1 = \text{index} T\). \(\square\)
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One sometimes attaches the Fredholm property to unbounded operators too. This can be justified when \( T \) is a closed operator, as follows:

Let \( T \) be a closed operator from \( D(T) \subset H_1 \) to \( H_2 \). Then \( T \) is bounded as an operator from the Hilbert space \( D(T) \) provided with the graph norm \( \| u \|_{\text{graph}} = (\| u \|_{H_1}^2 + \| T u \|_{H_2}^2)^{1/2} \), to \( H_2 \). It is said to be Fredholm when \( \dim \ker T \) and \( \dim \text{coker} T \) are finite, and the index is defined as usual by (8.21). \( R(T) \) is again found to be closed in \( H_2 \), and Theorem 8.10 holds when the graph norm is used on \( D(T) \).

We shall now show that elliptic pseudodifferential operators on compact manifolds are Fredholm operators.

**Theorem 8.11.** Let \( X \) be a compact \( n \)-dimensional \( C^\infty \) manifold, and let \( P \) be an elliptic pseudodifferential operator of order \( d \) on \( X \). Then \( P : H^s(X) \to H^{s-d}(X) \) is a Fredholm operator for any \( s \in \mathbb{R} \).

Moreover, the kernel is the same finite dimensional subspace \( V \) of \( C^\infty(X) \) for all \( s \in \mathbb{R} \), and there is a finite dimensional subspace \( W \) of \( C^\infty(X) \) such that the range for all \( s \in \mathbb{R} \) consists of the \( f \in H^{s-d}(X) \) satisfying \( (f, w) = 0 \) for \( w \in W \). These statements hold also for \( s = \infty \), where \( H^\infty(X) = C^\infty(X) \), so \( P \) is a Fredholm operator in \( C^\infty(X) \).

Thus \( P : H^s(X) \to H^{s-d}(X) \) has an index

\[
\text{index } P = \dim \ker P - \dim \text{coker } P,
\]

that is independent of \( s \leq \infty \).

When \( Q \) is a parametrix of \( P \),

\[
\text{index } Q = - \text{index } P.
\]

The statements hold also for matrix-formed operators or operators in vector bundles, in the situation of Theorem 8.7 3°.

**Proof.** To keep the notation simple, we give the proof details in the scalar case, using Theorem 8.6. \( P \) has a parametrix \( Q \), continuous in the opposite direction and satisfying (8.20). Since \( R_1 \) and \( R_2 \) are bounded operators from \( H^s(X) \) to \( H^{s+1}(X) \), they are compact operators in \( H^s(X) \) by Theorem 8.2, for all \( s \). Then by Theorem 8.10 3°, \( PQ = I + R_1 \) and \(QP = I + R_2 \) are Fredholm operators in \( H^s(X) \) with index 0.

We can write (as in [S91]) \( C^\infty(X) = H^\infty(X) \) (since \( \bigcap_{s \in \mathbb{R}} H^s(X) = C^\infty(X) \) by the Sobolev embedding theorem). Denote by \( Z^s(P) \) the nullspace of \( P : H^s(X) \to H^{s-d}(X) \), and similarly by \( Z^s(QP) \) the nullspace of \( QP : H^s(X) \to H^s(X) \). Clearly, \( Z^\infty(P) \subset Z^s(P) \), \( Z^\infty(QP) \subset Z^s(QP) \), for \( s \in \mathbb{R} \). On the other hand, for \( u \in H^s(X) \), any \( s \),

\[
Pu = 0 \implies QPu = 0 \implies u = -R_2u \in C^\infty(X),
\]
by (8.20) (ii), so \(Z^s(P) \subset Z^s(QP) \subset C^\infty(X)\). Thus \(Z^s(P) = Z^\infty(P)\) and \(Z^s(QP) = Z^\infty(QP)\) for all \(s\); we denote \(Z^\infty(P) = V\). Moreover, since \(Z^\infty(QP)\) has finite dimension, so has \(Z^s(P)\).

For the consideration of cokernels, we similarly define \(R^s(P)\) and \(R^s(PQ)\) to be the ranges of \(P : H^{s+d}(X) \to H^s(X)\) and \(PQ : H^s(X) \to H^s(X)\). Since \( PQ = I + R_1 \) is Fredholm in \(H^s(X)\), \( R^s(PQ)\) has finite codimension in \(H^s(X)\) and then so has \( R^s(P) \supseteq R^s(PQ)\). Thus \(P : H^{s+d}(X) \to H^s(X)\) is Fredholm, for any \(s\); in particular, \( R^s(P)\) is closed in \(H^s(X)\).

Since \(X\) is compact, we can identify \(\mathcal{D}'(X)\) with \(\bigcup_{s \in \mathbb{R}} H^s(X)\). The adjoint \(P^* : \mathcal{D}'(X) \to \mathcal{D}'(X)\) is then defined such that its restrictions to Sobolev spaces satisfy:

\[
P^* : H^{-s}(X) \to H^{-s-d}(X)
\]

is the adjoint of \(P : H^{s+d}(X) \to H^s(X)\), when \(H^{-s}(X)\) is identified with the dual space of \(H^s(X)\) with respect to a duality \((u,v)\) consistent with the chosen scalar product in \(L^2(X)\).

Moreover, since \( R^s(P)\) is closed,

\[
R^s(P) = \{ f \in H^s(X) \mid (f,v) = 0 \text{ for } v \in Z^{-s}(P^*) \}.
\]

Since \(P^*\) is elliptic, \(Z^{-s}(P^*) = Z^\infty(P^*) = W\), a finite dimensional subspace of \(C^\infty(X)\) independent of \(s \in \mathbb{R}\). This shows that

\[
R^s(P) = \{ f \in H^s(X) \mid (f,v) = 0 \text{ for } v \in W \},
\]

for \(s \in \mathbb{R}\), and we finally show it for \(s = \infty\). Here the inclusion “\(\subset\)” is obvious, since \( R^\infty(P) \subset R^s(P)\) for any \(s\); on the other hand, when \(f \in H^\infty(X)\) with \((f,w) = 0\) for \(w \in W\), then there is a \(u \in H^\infty(X)\) (with an arbitrarily chosen \(s < \infty\)) such that \(f = Pu\), and then \(u = QPu - R_2u \in H^\infty(X)\), so that \(f \in R^\infty(P)\).

The last statement follows by another application of Theorem 8.10: Since \(R_1\) is compact in \(L^2(X)\), \(I + R_1\) has index 0 there by 3\(^2\), and hence index \(P + index Q = 0\) by 1\(^5\). This extends to the operators in the other spaces since the indices are independent of \(s\).

For the proof in the vector bundle situations, one needs to introduce a Hermitian scalar product in the fibers in order to speak of the adjoint.

It may be observed that to show the Fredholm property of \(P\), one only needs to use for \(Q\) a rough parametrix constructed from the principal symbol, such that the \(R_i\) in (8.20) are of order \(-1\). We also observe:

**Corollary 8.12.** The index of \(P\) depends only on the principal symbol of \(P\).

**Proof.** Let \(P_1\) be a polyhomogeneous \(\psi\)do with the same principal symbol as \(P\), i.e., \(P_1 = P\) is of order \(d - 1\). Then

\[
P_1Q = PQ + (P_1 - P)Q = I + R_1',
\]

\[
QP_1 = QP + Q(P_1 - P) = I + R_2',
\]
Exercises for Chapter 8

8.1. Let $A$ be as in Exercise 7.4. Consider for $n = 2$ the following change of coordinates:

\[
\begin{align*}
    x_1 &= x_1 + x_2, \\
    x_2 &= x_2.
\end{align*}
\]

(a) How does $A$ look in the new coordinates?

(b) Show that the principal symbol follows the rule from Section 8.1.

8.2. Consider the biharmonic operator $\Delta^2$ on functions on $\mathbb{T}^n$.

(a) Show that the functions $e^{ik \cdot x}$ are a complete system of mutually orthogonal eigenfunctions for $\Delta^2$ with eigenvalues $|k|^4$.

(b) Show that $I + \Delta^2$ is a bijection from $H^4(\mathbb{T}^n)$ to $L_2(\mathbb{T}^n)$. To which Schatten classes $C_p$ does $(I + \Delta^2)^{-1}$ belong?

8.3. Let $X$ be a compact $C^\infty$-manifold, provided with an $L_2$ scalar product. Let $\Delta_X$ be a second-order differential operator defined on $X$, with principal symbol $|\xi|^2$. Let $A = \Delta_X^* \Delta_X$ (where the formal adjoint is defined with respect to the given $L_2$ scalar product).

(a) Show that $\Delta_X$ has exactly one $L_2$-realization, with domain $H^2(X)$, and that $A$ has exactly one $L_2$-realization, with domain $H^4(X)$.

(Hint. Consider the maximal and minimal realizations, similarly to the definition in Chapter 4.)

(b) Show (using simple functional analysis) that $A$ has index 0.

For Riemannian manifolds $X$, the index of the elliptic operator associated with the Riemannian metric, and of related elliptic operators defined in suitable vector bundles over $X$, have been studied intensively. There is a famous theorem of Atiyah and Singer (see e.g. [AS68], [ABP73], [H85, Sect. 19.2] and Gilkey [Gi74], [Gi85]) showing how the analytical index (the one we have defined above) is related to the so-called topological index defined in terms of algebraic topology associated with the manifold. Also other geometric invariants have been studied, such as e.g. the noncommutative residue (Wodzicki [W84]) and the canonical trace (Kontsevich and Vishik [KV95]), by asymptotic analysis of \textit{\psi}do’s.