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Abstract

In this thesis I show that the cohomology of a connected CW-complex is periodic if and
only if it is the base space of an orientable spherical fibration with total space homotopy
equivalent to a finite dimensional CW-complex. Moreover, I prove that most simple rank
2-groups(except PSL3(Fp), where p an odd prime) act freely on a finite CW-complex
Y ' Sn×Sm. It partially proves the famous conjecture which states that a finite group G
acts freely on a finite CW-complex Y with homotopy type of products of r(G) spheres,r(G)
denoting the rank of G.
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Introduction

This master thesis is concerned about the finite group actions on a product of spheres.
This problem has more than 60 years history, and people have found many interesting and
deep results about it. First let me give you two easy examples

Proposition 0.0.1. The finite cyclic group is the only finite group can act freely on S1.

Proof. Let G be a finite group having free action on S1. So we have a covering projection

p : S1 → S1/G

Moreover, we know that S1/G is homeomorphic to S1. Hence

G ' π1(S1)/p∗(π1(S1)) ' Z/|G|

Proposition 0.0.2. The group Z/p × Z/p where p is a prime cannot act freely on any
sphere.

Proof. Suppose G = Z/p×Z/p can act freely on Sn. By the theory of covering spaces we
know there is a covering projection p : Sn → Sn/G. And according to the previous result
I can assume that n > 1.

Now I can use this covering projection to create a model for the Eilenberg-Maclane
space K(Z/p × Z/p; 1). First we have π1(Sn/G) ' Z/p × Z/p, moreover we know
πn(Sn/G) = πn(Sn) ' Z. So I can just use a (n + 1)-cell to kill the n-th homotopy
group and use higher cells to kill the higher homotopy groups so that we get a new space
X has the homotopy type K(Z/p× Z/p; 1).

So the cellular structure of X has one (n + 1)-cell. Then by the argument of cellular
cohomology with Z/p as coefficients we know the n+ 1 degree cohomology group is either
Z/p or 0. Moreover, since K(Z/p × Z/p; 1) = K(Z/p; 1) × K(Z/p; 1) in the homotopy
sense. So I apply the Künneth formula to the product of spaces

Hn+1(K(Z/p× Z/p; 1),Z/p) = Z/p⊕ Z/p

That is a contradiction.

In this thesis I mainly followed the the paper by Alejandro Adam and Jeff Smith[4]
which proved a result about simple rank 2-groups. In order to introduce the readers
to the nature of this problem first let me state the big conjecture of this problem. To
describe the conjecture more precisely, I define the p-rank of a finite group G as rp(G) =
max{r|(Z/p)r ⊂ G} and the rank of G as r(G) = max{rp(G)|p||G|}.

Conjecture 1. G is a finite group. If G acts freely on X = Sn1×· · ·×Snm then r(G) ≤ m.

In fact it is more common to consider actions on the homotopy type of spheres in
algebraic topology. And we have a homotopical version of this conjecture.
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Conjecture 2. A finite group G acts freely on a finite complex X which has the homotopy
type of a product of r(G) spheres.

As for the simplest case of the conjecture 1, it was completely solved in 1976 by Madsen,
Thomas and Wall[18]

Theorem 0.1. A finite group G acts freely on a sphere if and only if every abelian subgroup
is cyclic and every element of order 2 must be central.

As for the general case, it has been studied intensely since 80’s and it has been proven
that the conjecture is true under some additional assumptions. In the following I give
some known results about this conjecture.

Theorem 0.2. Assume G acts freely on a finite complex X ' (Sn)m. Then r(G) ≤ m if
p is an odd prime. If p = 2, then it holds for n 6= 1, 3, 7.

Klause [17] showed that

Theorem 0.3. For p an odd prime, every finite p-group of rank 3 acts freely and cellularly
on finite complex homotopical to the product of three spheres.

As for my thesis, I am concerned about the result which is about the rank two groups
shown by Adem and Smith.

Theorem 0.4. Let G denote a rank two simple group except PSL3(F3) with p an odd
prime. Then G acts freely on a finite CW-complex X ' Sm × Sn.

Besides, in 2009, Hanke [14] showed that this conjecture is true on the condition that
p is relatively large. More precisely,

Theorem 0.5. If (Z/p)r acts freely on X = Sn1 × · · · ×Snk and p > 3 dimX, then r ≤ k

Structure of the Thesis

In order for this thesis to be cohesive it is separated into four parts: Cohomology of Groups,
Periodic Complex, Effective Euler Classes and Local Euler Classes and Rank Two Groups.

The basic notions and results of cohomology of groups are necessary for the following
discussion of the thesis. I first use both algebraic and topological ways to define what
the group cohomology is. Both ways have their own advantages for describing the group
cohomology. Then I introduce several important functors in cohomology of groups like
restriction, induction, coinduction and transfer maps with some formulas to connect these
functors, such as the famous Cartan-Eilenberg double cosets formula. Then I use the
notion of complete resolution to define what Tate cohomology is and use it to describe
the first important concept related to my thesis: periodic groups. Also I make use of the
duality theorem to give some equivalent description of periodic groups. We will use that
in Chapter 2.

Theorem 0.6. The following conditions are equivalent

1. G has periodic cohomology

2. There exists integers n and d , with d 6= 0 such that Ĥn(G,M) ' Ĥn+d(G,M) for
all ZG-modules M .

3. For some d 6= 0 we have Ĥd(G,Z) ' Z/|G|Z.

4. For some d 6= 0, Ĥd(G,Z) contains an element u of order of group G.
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Finally I use double complexes to describe the equivariant cohomology of a space X and
prove that it is equivalent to the singular cohomology of the Borel construction X×GEG.

The second and third parts of this thesis is about periodic complexes and Euler classes.
The main result of these two part is the following theorem:

Theorem 0.7. Let X be a connected CW-complex. The cohomology of X is periodic if
and only if there is a spherical fibration E → X with a total space E that is homotopy
equivalent to a finite dimensional CW-complex.

The proof of this big theorem is based on partial Euler classes which is constructed by
the Postnikov towers of spheres. Using partial Euler class to approximate the final Euler
classes. In order to do it we need a technical lemma about partial Euler classes and which
needs a long argument:

Lemma 0.0.1. Let X be a connected CW-complex and k ≥ 0 be an integer. For every
cohomology class α ∈ H∗(X) of positive degree there is an integer q ≥ 1 such that the cup
power αq is a k-partial Euler class.

Then we can redefine the finite group G with periodic cohomology by saying its clas-
sifying space BG has periodic cohomology groups. And I prove that these two definitions
about periodic groups are equivalent.

Moreover, as an application of periodic complexes there is a useful result which is
helpful to construct the group actions on a product of spheres.

Theorem 0.8. Let X denote a finite dimensional G-CW complex, where G is a finite
group, such that all of its isotropy subgroups have periodic cohomology. Then there exists
a finite dimensional CW-complex Y and a free G-action such that Y ' SN ×X for some
positive integer N . Moreover, if X is simply connected and finitely dominated, then we
can assume that Y is a finite complex.

In the rest of this thesis I focus on proving the result for group actions of simple groups
of rank two on a product of two spheres. The method used representation theory to
construct the group actions we want. We all know that constructing free actions of groups
or even simple groups is a particular difficult problem. In this chapter using character
theory I construct free actions of some simple groups.

Theorem 0.9. Each of the simple groups A5, SL3(F2), SU(3, 3) and SU(3, 4) acts on
linear spheres with rank-one isotropy. Hence each acts freely on a finite complex that is
homotopy equivalent to a product of spheres Sn × Sm.

However, this method doesn’t work for many simple rank two groups. So in chapter 3
I develop a method to construct p-local Euler classes from local subgroups. Then I glue
the p-local spheres to produce an action on a homotopy sphere having an integral Euler
class.

Theorem 0.10. Let G be a finite group, an integral cohomology class α ∈ H2n(BG,Z)
with n ≥ 2 is an effective Euler class if and only if for each prime p such that r(G) = rp(G)
its p-localization αp ∈ H2n(BG,Z(p)), is an effective p-local Euler class.

Then I concentrate on the prime 2 case and use amalgamations to prove that

Theorem 0.11. The simple rank 2 group G acts on some Y ' S2k−1
(2) such that the

associated Euler class is 2-effective.

By using this result and the method of gluing the local Euler classes I get the goal of
this thesis finally.
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Theorem 0.12. Let G denote a rank two simple group except PSL3(Fp) with p an odd
prime. Then G acts on a finite freely on a finite complex Y ' Sn × Sm.

For the convenience of some readers I add two appendices at the end. The appendix
A is about homological algebra and the appendix B is about finite groups.
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Chapter 1

Cohomology of Groups

In this chapter, I will introduce basic notions of cohomology of groups that are necessary
for our following discussions about group actions on spheres. I will first use two equivalent
ways(algebraic and topological) to define group cohomology. Next, I will talk about the
famous Cartan-Eilenberg double cosets formula which is important when computing group
cohomology. Then I will introduce Tate cohomology and use it to discuss periodic groups.
Finally I will give a spectral sequence related to group cohomology.

1.1 Classifying Spaces and The Topological Interpretation
of Group Cohomology

Topological Groups and Principal Bundles

We will first introduce some basic definitions about topological groups and fiber bundles.

Definition 1.1.1. A topological group G is a group with topology such that the multiplica-
tion map G×G→ G given by (a, b)→ ab and the inverse map G→ G given by a→ a−1

are both continuous.

Fiber bundles are ubiquitous in geometry and topology. People usually use properties
of fiber bundles to reflect the properties of base spaces and many interesting geometric
objects are fiber bundles.

Definition 1.1.2. We assume the space B is connected and b0 ∈ B. A continuous map
p : E → B is a fiber bundle with fiber F if it satisfies the 3 following conditions:

1. p−1(b0) = F

2. p : E → B is surjective

3. For any point b ∈ B there is an open neighborhood Ub ⊂ B and a homeomorphism
Ψ : p−1(Ub)→ Ub × F which makes the following diagram commute.

p−1(Ub) //

##

Ub × F

{{
Ub

In this case we call the space B the base space and the space E the total space.

When the total space E is itself homeomorphic to the product B×F we call this fiber
bundle as a trivial bundle.

The next important definition which called principal bundles will involve the two def-
initions about topological groups and fiber bundles above.
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Definition 1.1.3. Let G be a topological group, a principal G bundle is a fiber bundle
p : E → B with fiber G such that

1. The total space E has a free right group action µ : E ×G→ E making the following
diagram commute:

E ×G µ //

p×ε
��

E

p

��
B × 1

id // B

2. The induced action on fibers

µ : p−1(b)×G→ p−1(b)

is free and transitive.

3. For any point b ∈ B there is an open subset Ub and a equivariant homeomorphism
Ψ : p−1(Ub)→ p−1(Ub)×G such that the following diagram is commutative

p−1(Ub) //

##

Ub ×G

{{
Ub

where the equivariant map Ψ means for any g ∈ G, x ∈ p−1(Ub) we have

Ψ(xg) = Ψ(x)g

Remark 1.1.1. It is natural to ask if we have a free G action on a topological space E,
is it the quotient map π : E → E/G a principal G bundle? The answer is no in general,
however if we have an additional restriction that if the quotient map has local sections then
it does. We omit the proof here, but people could find the detailed discussion about it in
Steenrod’s excellent book about fiber bundles[28]. In the following content, cases we meet
are always like these.

Definition 1.1.4. A morphism between two principal G-bundles with same base space
B is the equivariant maps f : E1 → E2, where E1, E2 are two total spaces of these two
principal G-bundles.

Principal G-bundles are one of basic geometric objects in topology and geometry.
For example, in differential geometry, many concepts like curvature are defined using
connections on principal G-bundles. In topology, the classification of principal G bundles
will induce the classifying spaces BG. Indeed, much of research in homotopy theory over
last fifty years involves analyzing the homotopy type of BG for interesting group G. In
next subsection we will discuss the definitions and properties of classifying spaces.

Classifying Spaces

In this subsection we want to introduce a nice space BG related to a topological group
G which play a central role in the classification of principal G bundles. First we give a
natural way to construct a new bundle out of an old.
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Theorem 1.1. Given a fiber bundle p : E → B with fiber F and a map f : X → B, there
is an induced bundle, denoted by f∗(E) which is the pullback in the following sense:

f∗(E) //

��

E

��
X // B

it is a new fiber bundle over X.

Now we give the famous classification theorem by Milnor:

Theorem 1.2 (Milnor). Given a group G there is a space BG and a principal G-bundle
with total space EG

G→ EG→ BG

so that if G → E → X is any principal G bundle over X, there is a unique map up to
homotopy f : X → BG such that f∗(EG) = E.

f∗(EG) //

��

EG

��
X // BG

Remark 1.1.2. The space BG is called the classifying space for G, and EG is called the
universal G-bundle. It is clear that the classifying spaces BG is unique up to homotopy.
Since if there is another classifying space BG′ then there are two maps f : BG → BG′

and g : BG′ → BG. It is clear that fg ∼ id and gf ∼ id.

Remark 1.1.3. If G is a discrete group, then the exact sequence of homotopy groups
shows that the homotopy groups of BG is

πi(BG) =

{
0, i > 1

G, i = 1

So it is just the Eilenberg-Maclane space K(G, 1).

In the following I want to give a concise construction of EG and BG, people interested
in detailed construction could refer the Milnor’s famous paper [20]

Definition 1.1.5. Let X and Y be two topological spaces then the join X ∗ Y is defined
by

X ∗ Y = X × I × Y/ ∼

Where the equivalence relations are:

(x, 0, y) ∼ (x′, 0, y)

(x, 1, y) ∼ (x, 1, y′)

Example 1.1.1. (A model of classifying spaces)
Now a model for EG is constructed as EG = colimitnG

n, where Gn = G ∗ · · · ∗ G is the
n-th fibre joins of G. So we can express EG as formal elements:

(t1g1, t2g2, . . . )

where ti ∈ [0, 1] with
∑∞

i=i ti = 1 and gi ∈ G. Clearly there is a natural free right G action
defined by

(t1g1, · · · )g = (t1g1g, · · · )

10



Then let BG be the set of orbits space of EG under the right G-action with quotient
topology. In other words we have a G-bundle as follows:

G→ EG→ BG

The fact is that this bundle is the universal bundle we want [20]. Next I present several
basic properties of EG.

Proposition 1.1.1. The total space of the universal bundle EG is weekly contractible.

Proof. We need to show that for any n, πn(EG) = 0. So consider a map f : Sn → EG.
Since Sn is compact, there is a integer N such that im(f) ⊂ GN . Then consider the
natural inclusion of spaces GN ↪→ GN+1. Let g ∈ G be the base point of the topological
space G. Then it is clear that GN ↪→ GN ∗g. And by the construction of fiber join we know
that GN ∗ g is a cone in GN+1 so it is contractible in GN+1. It implies the image of Sn is
contractible in EG. In other words πn(EG) = 0. Therefore EG is weakly contractible.

In fact the property of being weakly contractible determines the universal bundle com-
pletely. More precisely [20]

Proposition 1.1.2. Let G be a topological space. Suppose there is a principal G–bundle
p : E → X where X is a CW-complex. Then this bundle is a universal G-bundle if and
only if E is weakly contractible

I have introduced the classification of principal G-bundles, however it is not sufficient
for this thesis. So at the end of this subsection, I will generalize the classification theorem
of principal G-bundles to general fibrations. For more details people could refer May’s
paper [19]

Let F be a CW-complex and Aut(F ) be the topological monoid of self homotopy
equivalences of F . Moreover let AutI(F ) be the identity component of Aut(F ).

Theorem 1.3. Let X be a CW-complex.Then the fibre homotopy equivalence of fibrations
with X as base space and F as homotopy fiber are natural one-to-one correspondence with
the homotopy classes between X and Aut(F ): [X,BAut(F )].

As for the oriented fibrations with X as base space and F as fiber, we replace Aut(F )
by AutI(F ): [X,AutI(F )]. I will define what an oriented fibration is in Chapter 2.

Cohomology of Groups

Let G be a topological group and A an abelian group, we define the homology and coho-
mology of group G with coefficient A as follows:

H∗(G;A) = H∗(BG;A)

H∗(G;A) = H∗(BG;A)

Remark 1.1.4. It’s clear that H∗(−, A) is a contravariant functor from category of topo-
logical groups to category of abelian groups. Similarly H∗(−;A) is a covariant functor.

In the following discussion I will mainly focus on cohomology of groups. In many
cases singular cohomology has more advantages than singular homology since it has a
natural cup product structure. Based on this definition we know cohomology of groups
has a natural cup product. I will give an alternative description about cohomology of
groups using algebraic methods which are more computable and I will prove that these
two definition coincide.
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1.2 Algebraic Interpretation of Group Cohomology

Group Rings

We assume R is a ring with unit and G is a group. We define the group ring of G as

R[G] = {
∑

rigi; ri ∈ R, gi ∈ G}

Where the sum is a finite sum. It’s clear that this new object is a ring with obvious
addition and multiplication. Moreover we have an augmentation map:

R[G] −→ R

which is a R-map and maps every single element G to the unit of ring R. In the following
we will always assume R is the integer Z. The related group ring is ZG.

Remark 1.2.1. We can view group G as a subgroup of group ring (ZG)∗ of units of ZG.
Generally, Z(−) is a functor from the category of groups to the category of ring and take
unit of a ring is a functor from the category of rings to the category of groups. More
precisely, we have the following adjunction formula:

HomRing(ZG,R) ≈ HomGroups(G,R
∗)

Given a ring R, it is usual to consider modules over this ring. So a (left)ZG-module,
consists of an abelian group A and a (left)G-action on this group. For example, we can
view Z as a trivial ZG module with trivial action of ZG on Z.

Projective Resolutions and Group Cohomology

In this subsection, I will use projective resolutions of Z as ZG-module to give a new
definition of cohomology of groups.

Definition 1.2.1. Let G be a group, A an abelian group(which we also can view it as a
trivial ZG-module) and ε : F → Z a projective resolution of Z over ZG. Then we define
the cohomology of G as follows:

H∗(G;A) = H∗(HomZG(F ;A))

Remark 1.2.2. From homological algebra we know that any two projective resolution of Z
are chain homotopy, so we will have a canonical isomorphism between the two cohomology
we got. That means that it is well-defined. Moreover, by the uniqueness of projective
resolutions up to chain homotopy we know that H∗(−;A) is a contravariant functor for
the category of groups to the category of abelian groups.

Remark 1.2.3. From homological algebra we know H∗(G;A) ≈ Ext∗ZG(Z;A). So more
general, given any ZG-module M we can define the group cohomology of G with coefficient
M as H∗(G;M) = Ext∗ZG(Z;M). And it’s easy to see it is equivalent to H∗(HomZG(F ;M)).

Remark 1.2.4. It is obvious that all constructions above also work for any ring R.

Now I want to give some methods to compute the free(projective) resolution of Z over
ZG.

Example 1.2.1. We say a CW-complex X is a G-complex if we have a G-action on it
which permutes cells. So it induces a free G-action on the cellular chains C∗(X). Which
means that C∗(X) are ZG-modules. And from cellular homology we know that we can form
a chain complex by these cellular chains.

· · · → Cn(X)→ Cn−1(X)→ · · · → C0(X)→ Z

12



Theorem 1.4. If X is a contractible free G-complex, then the chain complex above is an
exact sequence.

So in this case we get a free resolution of Z over ZG.

The method above is still too general to use.
The following example is a standard resolution of Z called the bar resolution which

is much easier to handle.

Example 1.2.2 (Bar Resolution). The bar resolution is a free resolution of Z over ZG-
modules

· · · → F2 → F1 → F0 → Z

where Fn is the free ZG-module generated by the (n+ 1)-tuples (g0, · · · , gn) of elements in
G. And there is a natural left G-action on it given by

g(g0, · · · , gn) = (gg0, · · · , ggn)

And the boundary map ∂ : Fn → Fn−1 is the alternating sums ∂ =
∑n

i=0(−1)idi, where

di(g0, · · · , gn) = (g0, · · · , ĝi, · · · , gn)

More ovre we have an augmentation map ε : F0 → Z defined by ε(g) = 1 for any g ∈ G.
It is easily seen that it is a free resolution of Z as ZG-modules.

Cup Products

We have a natural cup product structure of group cohomology using topological definition.
However, in this subsection I will add a cup product structure in group cohomology defined
via algebraic way. Here I just give the concise construction, people could refer Brown’
book[8] for proof.

Before introducing cup products I first introduce cross product. Given group G, G′

and its module M and M ′ respect. We want to construct a map in the following sense:

Hp(G;M)⊗Z H
q(G′,M ′) −→ Hp+q(G×G′;M ⊗Z M

′)

So given two elements u ∈ HomZG(Fn,M) and u′ ∈ HomZG(F ′m,M
′) we define the cross

product u× u′ in cochain level as

u× u′(x⊗ x′) = (−1)degu
′×degxu(x)⊗ u′(x′)

It is easy to see that this is a cochain map, so it induces on cohomology level which is
want we want.

Next, we assume G and G′ coincide and use the diagonal map G → G × G given by
g → (g, g). By functoriality, we get maps as follows:

Hp(G;M)⊗Z H
q(G,M ′) −→ Hp+q(G×G;M ⊗Z M

′) −→ Hp+q(G;M ⊗M ′)

The composition of these two maps is the cup product structure we want. In particular if
two modules M and M ′ are both trivial module Z. We have the cup product map in the
following:

Hp(G;Z)⊗Z H
q(G;Z) −→ Hp+q(G;Z)

Equipped with the cup product, group cohomology H∗(G;M) is in fact a graded commu-
tative ring. More precisely

Theorem 1.5. There is an element 1in H0(G;Z) such that u ∪ 1 = 1 ∪ u = u for
any u ∈ H∗(G;M). Moreover, cup product is associative and graded commutative. For
graded commutativity we mean for any u ∈ Hp(G;M), u′ ∈ Hq(G;M ′) we have u ∪ u′ =
(−1)degu×degu

′
t∗(u

′ ∪ u) where t : M ′ ⊗M →M ⊗M ′ is the canonical isomorphism.
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The Equivalence of Two Definitions of Group Cohomology

In this subsection I will prove that these two definition coincide when G is a discrete
group. Since we defined a more general group cohomology in module coefficients we need
to generalize the topological definition. The way we do is via local coefficients. Given
a connected space X with a universal covering X̃. We denote G to be the fundamental
group of X. According to covering spaces theory we know that G acts on X̃ via deck
transformations. So it induces an action of G on its singular chain C∗(X̃). In this case,
C∗(X̃) become a ZG-module. Now given a ZG-module M , we define the cohomology
groups of X with coefficient M as follows:

H∗(X;M) = H∗(HomZG(C∗(X̃),M))

Remark 1.2.5. This definition would back to the original definition of singular cohomol-
ogy when M is just an abelian group. Since when M is an abelian group, it is a trivial
ZG-module. In this case we have

HomZG(C∗(X̃),M) = HomZ(C∗(X),M)

So it backs to the ordinary cohomology with abelian groups as coefficients.

Theorem 1.6. Let M be a ZG-module, then there is a natural isomorphism as abelian
groups

Hn(G,M) ' Hn(BG,M)

Proof. Let EG→ BG be a universal cover of BG then by definition of singular cohomology
with local coefficients

Hn(BG,M) = H∗(HomZG(C∗(EG),M))

On the other hand since C∗(EG) are free ZG-modules we know this expression is exactly
the definition of group cohomology by algebraic way.

Remark 1.2.6. In fact this isomorphism is compatible with the ring structure, for the
proof readers can see[8]

1.3 Two Important Functors in Group Cohomology

Extension and Co-extension of Scalars

In group (co)homology it is natural to consider the change of coefficients M .

In general, let R,S be two rings with unit. And we have a ring map α : R → S.For
any left S-module M , we can view it as a left R-module by r ·m = α(r) ·m So we have a
functor from the category of left S-modules to the category of left R-modules:

Res : (S −Mod) −→ (R−Mod)

Next I will introduce two functors which are adjoint to these restriction functor.

Example 1.3.1. (Tensor product)
It is clear from the ring map α we can view S as a right R module, so we can use tensor
product S ⊗R − to get a new functor which is called the extension of scalars

Ind : (R−mod)
S⊗R−−−−−→ (S −Mod)
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And given a left R-module, we have a natural map

i : M → S ⊗RM

by sending m to 1⊗m. It is clear that this map is an R-map. And given a S module N
we have a universal property in the following:

M
i //

f
��

S ⊗RM
g

zz
N

That is we have a bijection as follows:

HomS(Ind(M), N) ∼= HomR(M,Res(N))

In other words, the functor Ind is left adjoint to the functor Res.

R−Mod
Ind --

S −Mod
Res
mm

Example 1.3.2. (Hom functor)
Dually, we can use Hom to form a new functor. More precisely, it is natural to view
S as a left R-module via α. Given a left R-module M we can get a new left S module
HomR(S,M), the module structure is given by sf(s′) = f(ss′). So we have a functor from
R-modules to S-modules which is called the co-extension of scalars:

Coind : R−Mod
HomR(S,−)−−−−−−−→ S −Mod

And we have a natural map

π : HomR(S,M)→M

by sending f to f(1). And given a S module N and an R map f : N → M we have a
universal property in the following

HomR(S,M)

π

��
N

f //
g

88

M

That is we have a bijection

HomS(N,Coind(M)) ∼= HomR(Res(N),M)

In other words, the functor Res is left adjoint to the functor Coind.

S −Mod
Res --

R−Mod
Coind
mm

Induced and Co-induced Modules

In this subsection we apply the general two functors in previous section to the group rings
case. So let G be a group and H be a subgroup of G.

15



Definition 1.3.1. We define two functors from the category of ZH-modules to the category
of ZG-modules. Let M be a ZH-module, and M could be viewed as a ZH-module via the
canonical inclusion ZH ↪→ ZG.

IndGHM = ZG⊗ZH M

CoindGHM = HomZH(ZG,M)

In particular when H is trivial then IndG1 M is called the induced module of M and
CoindG1 M is called the co-induced module of M .

Proposition 1.3.1. The ZG-module IndGHM contains M as a ZH-submodule and

IndGHM =
⊕

g∈G/H

gM

Proof. By right multiplication of G we have a free action of H on G. So ZG can be viewed
as a free ZH-module and

ZG =
⊕

g∈G/H

ZH

Then

ZG⊗ZH M =
( ⊕
g∈G/H

ZH
)
⊗ZH M =

⊕
g∈G/H

g ⊗M

where g ⊗M = {g ⊗m : m ∈ M}. It is clear that g ⊗M ' M by sending g ⊗m to m.
And we have a canonical ZH map i as follows:

M // ZG⊗ZH M

m � // 1⊗m

So we can view 1⊗M as a ZH-submodule of ZG⊗ZHM . Moreover, the summand g⊗M
is simply the transform of this submodule under the action of g. So we have

IndGHM =
⊕

g∈G/H

gM

This proposition easily implies a useful formula for describing IndGHRes
G
H :

Proposition 1.3.2. Let H ⊂ G as a subgroup and N be a ZG-module then

IndGHRes
G
HN ' [G/H]⊗N

where G acts diagonally on the tensor product

In the next subsection I will use the double cosets decomposition to give a formula
about ResGHInd

G
H .

Moreover, the description about the induction functor completely characterizes ZG-
modules with the form IndGHM .

Proposition 1.3.3. Let N be a ZG-module whose underline abelian group is of the form⊕
i∈IMi. Assume that the G-action permutes the summands according to some actions of

G on the index set I. Let Gi be the isotropy group of i and let E be a set of orbits I/G.
Then Mi is a ZGi-module and there is a ZG-isomorphism

N '
⊕
i∈E

IndGGiMi

16



Next example is an important application of the materials we discussed before and it
will be used in the rest of this thesis.

Example 1.3.3. Let X be a CW-complex with a G-action on it. So the cellular chains
C∗(X) are ZG-modules. In fact the underline abelian group of Cn(X) is ⊕iZ, one n-cell
corresponds to one copy of Z. Then by the previous proposition we know

Cn(X) =
⊕
σ∈E

IndGGiZ

where E is the set of representatives for G-orbits of n-cells.

There is also a formula to describe ResGHInd
G
H , I will give it in next section.

Applying the two functors to group cohomology we can get an important result which
is very useful in proofs and calculations.

Theorem 1.7. (Shapiro’s lemma) Let G be a group and H be a subgroup of G. M is a
ZH-module, then we have

H∗(H,M) ' H∗(G, IndGHM)

H∗(H,M) ' H∗(G,CoindGHM)

Proof. Let F be a projective resolution of z of ZG-modules. Since ZG is a free ZH-
module. So we can also view F as a projective resolution of ZH-modules. So by definition
we have

H∗(H,M) = H∗(F ⊗ZH M)

On the other hand, we know that

F ⊗ZH M = F ⊗ZG
(
ZG⊗ZH M

)
= F ⊗ZG

(
IndGHM

)
So H∗(H,M) ' H∗(G, IndGHM).

The proof of the second equation is similar.

Finally, in the category of sets we know that the finite products coincides with the
finite co-products. So we have

Proposition 1.3.4. When [G : H] < ∞, then the two functors IndGH and CoindGH coin-
cide.

Proof. Given a ZG-module M we have:

HomZH(ZG,M) = HomZH

( ⊕
g∈G/H

ZH,M
)

=
∏

g∈G/H

HomZH(ZH,M)

=
⊕

g∈G/H

M

= ZG⊗ZH M

1.4 The Cartan-Eilenberg Double Cosets Formula

In this section, I will introduce a powerful method for calculations of group cohomology
called the Cartan-Eilenberg double cosets formula.
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Double Cosets

Definition 1.4.1. Let G be a group and H,K be its two subgroups. Let H acts on G by
left multiplication and K acts on G by right multiplication. Then we say a (H,K)-double
coset of X is

HxK = {hxk : h ∈ H, k ∈ K}

When H = K we call it H-double coset of x. Equivalently, we have a equivalence relation
∼ on G which is x ∼ y if there is elements h ∈ H and k ∈ K such that hxk = y. We use
H\G/K denoting the quotient set of G by this equivalence relation, and it is also the set
of double cosets of G.

After stating what are double cosets, I give some necessary properties of it in the
following.

1. We have an other nice description about double cosets. Let H × K acts G by
(h, k)x = hxk−1 then it is clear that double cosets are orbits of this group action.

2. If H is a normal subgroup of G, then H\G is in fact a group. Then the right action of
K on H\G factor through the right action of H\HK on it. Then by the isomorphism
theorem we know H\G/K = HK\G.

3. HxK =
∐
k∈K Hxk =

∐
Hxk∈H\xK Hxk

4. Since we can consider the double cosets HxK as the coset of right action of K
on cosets Hx. And the stabilizer is K ∩ x−1Hx, so the number of cosets of H\G
contained in HxK is [K : K ∩ x−1Hx]

The Transfer Map

In section 1.3 we introduced two important functors called induction functor and co-
induction functor for any group G and its subgroup H. In this subsection, I focus on
these functors on cohomology of groups and give an extremely important map called the
transfer map.

Let G be a group and H be a subgroup of G, then we have a natural inclusion ZH ↪→
ZG and it can induce a restriction map as follows:

ResGH : H∗(G,M)→ H∗(H,M)

And I have an alternating description of this map. Given a ZG-module M , consider a
natural inclusion

α : M ↪→ HomZH(ZG,M)

Then apply the functor H∗(G,−) and use the Shapiro’s lemma we get:

α∗ : H∗(G,M)→ H∗(H,M)

And it is easily to see that α∗ and ResGH coincide. Moreover, we also have a canonical
epimorphism as follows:

ZG⊗ZH M →M

When [G : H] < ∞, by proposition 1.3.4, we know that ZG ⊗ZH M ∼= HomZH(ZG,M).
So we have a canonical epimorphism in this case

HomZH(ZG,M)→M

Then apply the functor H∗(G,−) and use the Shapiro’s lemma again we have

TrGH : H∗(H,M)→ H∗(G,M)
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This map is called the transfer map from H to G.

However, this definition is some kind of formal and it is not very useful for calculations.
In the following I will introduce a constructive definition of the transfer map and people
could refer [8] for the equivalence of these two definitions.

Let F be a resolution of Z over ZG-modules. Since H∗(H,M) = H∗(HomZH(F,M)),
I first define the transfer map on chain level.

Tr : HomZH(Fi,M)→ HomZG(Fi,M)

For any element α ∈ HomZH(Fi,M) and λ ∈ HomZG(Fi,M). I define

Tr(α)(λ) =

[G:H]∑
i=1

giα(g−1
i λ)

where g1, · · · , g[G:H] range over all elements of left cosets G/H. It is easily to verify that
this map is well-defined and Tr(α) is a ZG-linear map. Moreover,

Tr(δα)(b) =

[G:H]∑
i=1

giδα(g−1
i b)

=

[G:H]∑
i=1

giα(g−1
i ∂b)

= Tr(α)(∂b)

where δ, ∂ are two differentials of two cochain complexes above respectively. So Tr is a
cochain map, it can pass to cohomology level and we get

TrGH : H∗(H,M)→ H∗(G,M)

Proposition 1.4.1. Given an extension of groups K ⊂ H ⊂ G, then

1. for the restriction functor, we have:

ResHKRes
H
G = ResGK

2. moreover, if [G : K] <∞ then we have:

TrGHTr
K
H = TrGK

Proof. 1. Since we have natural inclusions of group rings

ZK ↪→ ZH ↪→ ZG

So on cochain level we have a commutative diagram as follows

HomZG(F,M) //

((

HomZH(F,M)

��
HomZK(F,M)

where F is a projective resolution of Z over ZG-modules. Then pass to cohomology
level we can get the desired result.
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2. On cochain level, let α ∈ HomZK(Fi,M), λ ∈ HomZG(Fi,M), and β = TrHK(α).
Then we have

TrGHTr
H
K(α)(λ) =

[G:H]∑
i=1

giβ(g−1
i λ)

=

[G:H]∑
i=1

gi

[H:K]∑
j=1

hjα(h−1
j g−1

i λ)

=

[G:H]∑
i=1

[H:K]∑
j=1

gihjα((gihj)
−1λ)

=

[G:K]∑
i=1

miα(m−1
i λ)

Then pass to cohomology level we can get the result we want.

The Cartan-Eilenberg Double Cosets Formula

In last subsection we saw the formula about the composition of two restriction functors or
two transfer maps. In this subsection I will investigate the formula about the composition
of the restriction functor and the transfer map.

Proposition 1.4.2. Let G be a group and H be a subgroup of G. Assume that [G : H] <
∞. Given any ZG-module M . Then

TrGHRes
G
Hz = [G : H]z

for any z ∈ H∗(G,M)

Proof. Let α ∈ HomZG(Fn,Z) represents the cohomology class z ∈ Hn(G,Z). In other
words α is a ZG-homomorphism and it is automatically a ZH-homomorphism. Then by
the definition of the transfer map on cochain level we have

(TrGHRes
G
Hα)(λ) =

[G:H]∑
i=1

giα(g−1
i λ) = [G : H]α

Pass to the cohomology level we complete the proof.

Before stating the Cartan-Eilenberg double cosets formula I need to introduce a nota-
tion. For an element x ∈ G Let:

cx : H∗(H,M)→ H∗(xHx−1,M)

denote the isomorphism induced by the homomorphism

HomZH(F,M)→ HomZ(xHx−1)(F,M)

given by cx(f)(u) = xf(x−1u). Where H ⊂ G as a subgroup, and F is a projective
resolution of Z over ZG-modules.
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Theorem 1.8. (Cartan-Eilenberg)
Let G be a group and H,K be two subgroups of G. Assume that [G : H] <∞. Given any
ZG-module M . Then

ResGHTr
G
K =

∑
xi∈H\G/K

TrH
H∩xiKx−1

i
Res

xiKx
−1
i

H∩xiKx−1
i

cxi

Proof. Let N be the number of double cosets respect to H and K. By the property 4 I
listed before about double cosets we know

[G : K] =

N∑
i=1

[H : H ∩ xiKx−1
i ]

and for any i let zji be the representative of coset H/H ∩ xiKx−1
i . Then for any α ∈

HomZK(Fn,Z) where F is a free resolution of Z over ZG-modules we have

ResGHTr
G
H(α) = ResGH

( ∑
g∈G/K

gαg−1
)

=
N∑
i

(∑
j

zjixiαx
−1
i z−1

ji

)
=

N∑
i

TrH
H∩xiKx−1

i
Res

xiKx
−1
i

H∩xiKx−1
i

· cxi(α)

Pass to the cohomology level we complete the proof.

Next are several applications of this powerful formula.

Corollary 1.4.1. If H is a normal subgroup of G and [G : H] < ∞. Then for any
cohomology class α ∈ H∗(H,M) We have

ResGHTr
G
H(α) =

∑
gi∈G/H

cgi(α)

Proof. Since H is a normal subgroup of G, for any g ∈ G we know gHg−1 = H. Now
apply the Cartan-Eilenberg double cosets formula

ResGHTr
G
H(α) =

∑
gi∈G/H

TrHHRes
H
Hcgi(α) =

∑
gi∈G/H

cgi(α)

Remark 1.4.1. In fact there is a similar double cosets formula regarding ResGHInd
G
H

ResGHInd
G
KM =

⊕
g∈\G/K

IndHH∩gKg−1Res
gKg−1

H∩gKg−1gM

where M is a ZG-module and gM can be viewed as a gKg−1 module.

Definition 1.4.2. A cohomology class α ∈ H∗(H,M) is called stable if

ResxHx
−1

H∩xHx−1 · cx(a) = ResHH∩xHx−1(a)

for any x ∈ G. In particular, if H is a normal subgroup of G, it is equivalent to cx(a) = a
for any x ∈ G.
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Proposition 1.4.3. If a ∈ Im(ResGH), then a is stable.

Proof. Since a ∈ Im(ResGH) then there is a cohomology class b ∈ H∗(G,M). It is clear
that

cx : H∗(G,M)→ H∗(G,M)

is the identity map. In other words, cx(b) = b
Moreover,

cx(a) = cx ·ResGH(b)

= ResGxHx−1 · cx(b)

= ResGxHx−1(b)

Then we have:

ResxHx
−1

H∩xHx−1 · cx(a) = ResxHx
−1

H∩xHx−1Res
G
xHx−1(b)

= ResHH∩xHx−1Res
G
H(b)

= ResHH∩xHx−1(a)

Proposition 1.4.4. If a ∈ H∗(H,M) is stable, then ResGHTr
G
H(a) = [G : H]a.

Proof. By the Cartan-Eilenberg double cosets formula

ResGHTr
G
H(a) =

∑
xi∈H\G/H

TrH
H∩xiHx−1

i
·ResxiHx

−1
i

H∩xiHx−1
i

cxi(a)

=
∑

xi∈H\G/H

TrH
H∩xiHx−1

i
·ResH

H∩xiHx−1
i

(a)

=
∑

xi∈H\G/H

[H : H ∩ xiHx−1
i ]a

= [G : H]a

Finally, I give an application of the definition of stable elements.

Lemma 1.4.1. If G is finite, then Hn(G,M) is annihilated by |G| for all n > 0. If G is
invertible in M , then Hn(G,M) = 0 for all n > 0.

Proof. Apply proposition 1.4.2 when H = 1 completing the proof.

Remark 1.4.2. It follows that Hn(G,M) admits a p-primary decomposition in the fol-
lowing:

Hn(G,M) =
⊕
p||G|

Hn(G,M)(p)

where Hn(G,M)(p) denotes the p-primary component of Hn(G,M). Then for a fixed
prime number p. Select a p-Sylow subgroup H of G. Because [G : H] is relative to p. By
proposition 1.4.2 TrGHRes

G
H = id on Hn(G,M)(p). It implies there is an injection

Hn(G,M)(p) ↪→ Hn(H,M)

Next theorem will use the p-Sylow subgroups H to describe the p-primary component
of Hn(G,M).
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Theorem 1.9. Let G be a finite group and H be its p-Sylow subgroup. Then the restric-
tion map ResGH will map Hn(G,M)(p) isomorphically onto the set of stable elements of
Hn(H,M). In particular if H is a normal subgroup, then

Hn(G,M)(p) ' Hn(H,M)G/H

Proof. By proposition 1.4.3 and the previous remark ResGH maps Hn(G,M)(p) injective
onto the stable elements in Hn(G,M).

Conversely, let z ∈ Hn(H,M) be a stable element and let w = TrGHz. Then by
proposition 1.4.4 I have

ResGH = [G : H]z

Then it follows that z = ResGHw
′ where w′ = w/[G : H] ∈ Hn(G,M)(p).

In the rest of thesis thesis we will often use this double cosets formula for real calcu-
lations about group cohomology.

1.5 Tate Cohomology and its Duality

In this section, I will introduce a standard technique for studying properties of finite groups
called Tate Cohomology. In this section I always assume G is a finite group.

Tate Cohomology

As we saw, the definition of group cohomology is using projective resolutions of Z over
ZG-modules. To define Tate cohomology, we need a new resolution called Complete
Resolutions

Definition 1.5.1. A complete resolution is an acyclic chain complex F∗ = (Fi)i∈Z of
projective ZG-modules, together with a map ε : F0 → Z such that εF+ → Z is a projective
resolution in usual sense, where F+ = (Fi)i≥o. It is clear that the map F0 → F−1 has a
factorization as ∂ = ηε where η : Z→ F−1 is a monomorphism. So we have a diagram as
follows:

. . . // F0
∂ //

ε
��

F−1

η
}}

// . . .

Z
Nest we state some properties about complete resolutions without proof, people can

refer Brown’s book[8]

Lemma 1.5.1. If ε : F∗ → Z and ε′ : F ′∗ → Z are two complete resolutions over same
ZG-modules. Then exist a unique homotopy class of augmentation-preserving maps from
F∗ → F ′∗. And these maps are homotopy equivalences.

Definition 1.5.2. We say a ZG-module Z admits a backwards resolution if we have a
long exact sequence of ZG-modules as follows:

0→ Z→ Q0 → Q1 → . . .

Where every Qi is finitely generated and projective.

Theorem 1.10. If ε : P∗ → Z is a finite type resolution(every Pi is finitely generated)
of Z over ZG-modules. Then ε∗ : Z∗ → F̄ = HomZG(P∗,ZG) is a backwards projective
resolution. Moreover, up to isomorphism every finite type backwards projective resolution
arises in this way. Consequently, any finite type complete resolution is obtained by two
finite type projective resolutions P∗ → Z and P ′∗ → Z by gluing together P ′∗ and

∑
P∗

where
∑
P∗ is the suspension complex of P∗.
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So now we can define what is Tate cohomology.

Definition 1.5.3. The Tate cohomology of a finite group G with coefficients in a ZG-
module M is defined by:

Ĥ i(G,M) = H i(HomZG(F∗,M))

where ß ∈ Z and F∗ is a complete resolution of G. It is clear that Tate cohomology is
well-defined up to a canonical isomorphism.

After definitions I will discuss some basic properties about Tate cohomology. For sim-
plicity let ε : F+ → Z be a projective resolution of finite type and C+ = HomZG(F+,M).
So Ĥ i(G,M) = H i(C+) for i > 0. And by Theorem 1.10 there is a projective resolution
P → Z of finite type such that F− =

∑
P and

C− = HomZG(F−,M) = HomZG
(∑

P ,M) '
∑

P ⊗ZGM

So Ĥ i(C−) = H i(C−) ' H−i(
∑
P ⊗ZGM) = H−i−1(G,M) for i < −1.

Moreover we have a short exact sequence like follows:

0→ Ĥ−1(G,M)→ H0(G,M)
α−→ H0(G,M)→ Ĥ0(G,M)→ 0

From the definition of group homology we can easily get

H0(G,M) 'MG = M/m− gm,∀m ∈M,∀g ∈ G

H0(G,M) 'MG = {m ∈M |gm = m∀g ∈ G}

Proposition 1.5.1. Under the above identification the group homomorphism α can be
described as follows:

α(x) =
(∑
g∈G

g
)
x

Proof. For simplicity, I assume that the projective resolution has ZG in dimension 0 and
with the canonical augmentation map ε : ZG→ Z given by ε(g) = 1 for any g ∈ G. Then
it is clear that ε∗ : Z→ ZG is defined by ε∗(1) =

∑
g∈G g. Under the natural identification

HomZG(ZG,M) we have a commutative diagram as follows

M
×N //

����

M

H0(G,M)
α // H0(G,M)

?�

O

where N =
∑

g∈G g and the vertical maps are M �MG and MG ↪→M .
By the commutativity we complete the proof.

In particular Ĥ−1(G,Z) = 0 and Ĥ0(G,Z). I will use these two results later.
Since the definition of Tate cohomology also relies on resolutions, it is easy to show that

many of the formal properties of H∗ also hold for Ĥ∗. The following are some important
results we need.

Proposition 1.5.2. Given a short exact sequence of ZG-modules 0→M ′ →M →M”→
0. There is a long exact sequence in the following:

· · · δ−→ Ĥ i(G,M ′)→ Ĥ i(G,M)→ Ĥ i(G,M”)
δ−→ Ĥ i+1(G,M ′)→ · · ·
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Proposition 1.5.3. (Shapiro’s lemma)
Let H ⊂ G be its subgroup and M be a ZH-module, then

Ĥ∗(H,M) ' Ĥ∗(G, IndGHM)

Proposition 1.5.4. For any H ⊂ G and any ZG-module M , one has a restriction map

ResGH : Ĥ∗(G,M)→ Ĥ∗(H,M)

and a transfer map
TrGH : Ĥ∗(H,M)→ Ĥ∗(G,M)

These maps have the same formal properties analogues to these maps we defined in section
1.2

Remark 1.5.1. The Cartan-Eilenberg double cosets formula also works in Tate cohomol-
ogy.

Proposition 1.5.5. The Tate cohomology functor Ĥ∗ satisfies the dimension shifting
condition. Precisely, given a ZG-module M there are ZG-modules K and C such that

Ĥ i(G,M) = Ĥ i+1(G,K)

Ĥ i(G,M) = Ĥ i−1(G,C)

in other words the Tate cohomology functor Ĥ∗ is completely determined by any single one
functor Ĥ i for any i ∈ Z.

Cup Products and the Duality Theorem

In this subsection I will give a concise construction of the cup products structure in Tate
cohomology which is very similar with the cup products in ordinary group cohomology.
Finally I will state the duality theorem concerned about cup products which gives a duality
relation between the negative and positive parts of Tate cohomology.

More precisely, I need construct a map

Ĥp(G,M)⊗ Ĥq(G,N)→ Ĥp+q(G,M ⊗N)

which satisfies the three properties listed in section 1.2. In the following I will give a
construction of cup products concisely which is divided in 6 steps:

Step 1 I first review the construction of cup products in ordinary group cohomology. Let
F be a projective resolution of Z as ZG-modules, note that the tensor product of
resolutions is still a resolution. On the cochain level

HomZG(F,M)⊗HomZG(F,N)→ HomZG(F ⊗ F,M ⊗N)

the cup product is defined by tensor product of graded maps.

Step 2 Choose a diagonal approximation

∆ : F → F ⊗ F

It induces a cochain map

HomZG(∆,M ⊗N) : HomZG(F ⊗ F,M ⊗N)→ HomZG(F,M ⊗N)

The composition of the above two cochain maps will give the cup product in group
cohomology

HomZG(F,M)⊗HomZG(F,N)→ HomZG(F,M ⊗N)
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Step 3 Now I assume that F is a complete resolution replace of projective resolution.
However, the above construction for cup products in group cohomology does not
work in Tate cohomology. One of reasons is that F ⊗ F may not be a complete
resolution . In particular, (F ⊗ F )+ is not equal to the resolution F+ ⊗ F+. The
other reason is the the n-th degree of the tensor product of resolution F ⊗ F may
have infinite non-zero elements. So the original definition of tensor product of chain
complexes does not work for Tate cohomology.

Step 4 So I need a more suitable definition for tensor product. Let C and C ′ be two
graded modules, I define their completed tensor product C⊗̂C ′ by

(C⊗̂C ′)n =
∏

p+q=n

Cp ⊗ C ′q

As for the morphisms of this construction, let maps u : C → D of degree r and
v : C ′ → D′ of degree s, there is a map u⊗̂v : C⊗̂C ′ → D⊗̂D′ define by

(u⊗̂v)n =
∏

p+q=n

(−1)psup ⊗ vq

Step 5 Let d be the differential in F . Then it is clear that

∂ = d⊗̂idF + idF ⊗̂d

satisfies ∂2 = 0. So it makes F ⊗̂F as a chain complex. Moreover we have the
augmentation map

ε⊗̂ε : F ⊗̂F → Z⊗̂Z ' Z

Note that[8] there exists a new diagonal approximation for complete resolutions
called the complete diagonal approximation which is an augmentation-preserving
map

∆̂ : F → F ⊗̂F

Step 6 Finally the composition of the cochain maps induced by the complete tensor prod-
uct and the complete diagonal approximation gives the true cup product structure
in Tate cohomology. In other words, on cochain level

HomZG(F,M)⊗HomZG(F,N)→ HomZG(F,M ⊗N)

the cup product is defined by u ∪ v = (u⊗̂v) ◦ ∆̂.

The second part of this subsection is the duality theorem of Tate cohomology. Roughly
speaking there is a duality map in Tate cohomology

Ĥ i(G,Z)⊗ Ĥ−i(G,Z)→ Ĥ0(G,Z) ' Z/|G|Z

I first need to explain the precise meaning of duality in Tate cohomology. We know in
linear algebra the definition of dual space of a vector space V is V ′ = Hom(V, F ) where
F is the base field. In the abelian groups case I need find a replacement of F .

Proposition 1.5.6. If A is an non-trivial abelian group with 0 6= a ∈ A. Then there is a
group homomorphism

f : A→ Q/Z

such that f(a) 6= 0
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Proof. Consider the submodule B generated by the single element a. It is clear that there
is a map

f̄ : B → Q/Z

with F̄ (a) 6= 0. Since Q/Z is an injective module, f̄ can be extended to a map f : A→ Q/Z
with f(a) 6= 0

So based on this proposition I can use Q/Z to replace F in abelian groups case :A′ =
Hom(A,Q/Z). Moreover, since A is finite, there is a integer n such that nA = 0. Then
we have

Hom(A,Q/Z) = Hom(A,n−1Z/Z) ' Hom(A,Z/nZ)

So it is clear that nA′ = 0. In particular if A is a finite cyclic group of order n then so does
A′. So A is isomorphic to A′ but this isomorphism may not be natural. However, there
is a natural isomorphism between A and (A′)′ = A”, which is defined by a 7→ (f 7→ f(a))
where a is an element in A.

Definition 1.5.4. A map f : A⊗B → Q/Z is called a duality paring if its associated map

f̄ : A→ B′

which defined by f̄(a)(b) = f(a, b) is an isomorphism,where a ∈ A, b ∈ B.

Now I can state the duality theorem in Tate cohomology[8]

Theorem 1.11. The cup product Ĥ i(G,Z)⊗Ĥ−i(G,Z)
−∪−−−−→ Ĥ0(G,Z) ' Z/|G|Z ↪→ Q/Z

is a duality paring.

1.6 Groups with Periodic Cohomology

In this section I will use Tate cohomology I defined last section to define a group with
periodic cohomology groups or periodic cohomology, which is a very important object in
my thesis. In next chapter, I will use another approach to define this concept again.

Definition 1.6.1. A finite group G is said to have periodic cohomology if for some
d 6= 0 there is an element u ∈ Ĥd(G,Z) which is invertible in the ring Ĥ∗(G,Z). In that
case it is easily seen that cup product with u gives an isomorphism like follows:

u ∪ − : Ĥn(G,M)
'−→ Ĥn+d(G,M)

For any integer n and any ZG-modules M .

Remark 1.6.1. If we take n = 0,M = Z we have Ĥd(G,Z) ' Z/|G|Z, and u generates
Ĥd(G,Z).

Remark 1.6.2. If G has periodic cohomology, so does its any subgroup H.

The next theorem gives some equivalent description about groups with periodic coho-
mology.

Theorem 1.12. The following conditions are equivalent

1. G has periodic cohomology

2. There exists integers n and d , with d 6= 0 such that Ĥn(G,M) ' Ĥn+d(G,M) for
all ZG-modules M .

3. For some d 6= 0 we have Ĥd(G,Z) ' Z/|G|Z.
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4. For some d 6= 0, Ĥd(G,Z) contains an element u of order of group G.

Proof. • 1.⇒ 2. By definition.

• 2. ⇒ 3. By dimension shifting we have Ĥn(G,M) ' Hn+d(G,M) for any n. Then
taking n = 0,M = Z we get the answer.

• 3.⇒ 4. Trivial.

• 4. ⇒ 1. By the hypothesis there is a map f : Ĥd(G,Z) → Q/Z where f(u) = 1
|G|

mod Z. Then by the duality theorem 1.11 in Tate cohomology this map is given by

Ĥd(G,Z)
−∪v−−−→ Ĥ0(G,Z) ' Z/|G|Z ' |G|−1Z/Z ↪→ Q/Z

for some v ∈ H−d(G,Z). So u ∪ v = 1, in other words u is an invertible elements.

Let me give you some examples about periodic groups, before doing that we need a
special case of Lefschetz fixed-point theorem

Theorem 1.13. Let X be a finite CW-complex and f : X → Y a map such that, for every
cell σ,we have

f(σ) ⊂
⋃

τ 6=σ,dimτ≤dimσ
τ

In particular, f has no fixed points. Then the Lefschetz number
∑

(−1)iTr(fi) = 0 where
Tr(fi) means the trace of fi and fi is the endomorphism induced by f on the free abelian
group Hi(X)/torsion.

Example 1.6.1. Let G be a finite group and acts freely on odd dimension sphere X =
S2k−1. By Theorem 1.13 G acts freely on H2k−1(X) ' Z. Let C∗ = C∗(X) We have an
exact sequence of ZG-modules as follows:

0→ Z→ C2k−1 → · · · → C0 → Z→ 0

Where each Ci is free. Use the same copy of this exact sequence we can get a infinite long
exact sequence as follows:

· · · → C1 → C0 → C2k−1 → · · · → C0 → Z→ 0

Then by cellular cohomology argument we know G satisfies the condition 2 of previous
theorem. So G has a periodic cohomology.

Remark 1.6.3. Since any finite cyclic group G has rotation of a 2-dimensional plane
which is a 2-dimensional fixed-point-free representation. It is a special case of previous
example. So any finite cyclic group has periodic cohomology.

Example 1.6.2. Let H = R⊕Ri⊕Rj⊕Rk be a quaternion algebra. If G is a finite subgroup
of multiplication group H∗, then it is clear that the multiplication action of G on H yields
a 4-dimensional fixed-point -free representation of G, since H is a division algebra. Then
by previous argument we did Ĥ∗(G) is periodic with period 4. The generalized quaternion
group is a typical example. For m ≥ 2, the generalized quaternion group Q4m is a subgroup
of H generated by x = eπi/m and y = j.

Example 1.6.3. If G is abelian but not cyclic, then G doesn’t have periodic cohomology.
The reason is that in this case G must contain a subgroup isomorphic to Zp×Zp for some
prime p. Then by Künneth formula we know dimĤn(Zp ×Zp;Zp) = n+ 1. By dimension
argument, it does’t have periodic cohomology.
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For finite groups ,we introduce an important definition called rank.

Definition 1.6.2. The p-rank rp(G) of a finite group G is the maximal rank of elementary
abelian p-subgroup of G, and the rank r(G) of G is maxp||G| rp(G).

Based on these examples we have a nice description for p-groups with periodic coho-
mology.

Theorem 1.14. Let G be a p-group for some prime p. Then these following conditions
are equivalent.

1. G has periodic cohomology

2. Every abelian subgroup of G is cyclic

3. Every elementary abelian p-group of G has rank ≤ 1

4. G has a unique subgroup of order p.

5. G is cyclic or generalized quaternion group.

Proof. • 1.⇒ 2. By Example 1.6.3.

• 2.⇒ 3. Trivial

• 3.⇒ 4. According to a standard result about finite p-groups [13] G contains a central
subgroup of order p.Suppose there is another abelian subgroup of order p, then these
two groups will generate the elementary abelian subgroup of rank two. That is a
contradiction.

• 4.⇒ 5. This is a standard theorem about finite p-groups [13] [8]

• 5.⇒ 1. By Example 1.6.2.

For general finite groups not just only p-groups we have:

Theorem 1.15. A finite group G has periodic cohomology if and only if every Sylow
subgroup has periodic cohomology.

Proof. The ”only if”part is trivial. We only need to consider the ”if”part. So suppose every
p-Sylow subgroup of G has periodic cohomology. For a fixed prime number p we select a
p-Sylow subgroup H of G. By definition there is an invertible element u ∈ Ĥd(H,Z). I
claim that u is a stable element.

First consider the ring of unit elements (Z/|H|Z)∗. It is clear there is an integer e such
that ae = 1 for any a ∈ (Z/|H|Z)∗. Then for any element g ∈ G I set

v = ResGH∩gHg−1u

w = ResGH∩gHg−1cg(u)

Then u,w are both invertible elements in the cyclic group Ĥd(H ∩ gHg−1,Z). So there
is an element a ∈ (Z/|H|Z)∗ such that v = aw. Both taking e-th power we get ve = we.
Therefore ue ∈ Ĥde(H,Z) is stable, so is u.

I note the the lemma 1.4.1 for p-primary decomposition of group cohomology also
works for Tate cohomology. In other words we have

Ĥ∗(G,Z) '
⊕
p||G|

Ĥ∗(G,Z(p)
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According to previous argument and Theorem 1.7 we know for any prime number p there
is an invertible element u(p) with degree d(p). Since G is a finite group, we can choose a
large enough number N to replace u(p) by u(p)N such that the d(p) is the same for any
p||G|. Then we get an invertible element in Ĥ∗(G,Z).

1.7 Equivariant Homology and Cohomology

The ordinary (co)homology theory is a functor from the category of topological spaces to
the category of rings. It turns out to be a powerful tool for investigating the topological
properties of a space. However, if I equip a G-action on a space X, there is a more natural
cohomology theory to reflect the influence of the G-actions of these G-spaces called the
equivariant (co)homology. In this section I will give two definitions of the equivariant
(co)homology. One is by ordinary singular (co)homology and another is by (co)chain
complexes as coefficients. Then I will prove that these two definitions coincide.

To use the singular (co)homology to define the equivariant (co)homology I need a good
model to turn a G-spaces X to a space with the same homotopy type but with the free
G-action on it. It turns out the Borel construction is a nice model to do it.

Definition 1.7.1. (Borel)
Given a G-complex X which is a CW-complex with G-action on it where G is a topological
group. So we have a G-action on the space X×EG via the product action. Then the Borel
construction X ×G EG is defined as the topological space of orbits space of this action.

Given a ZG-module M we define the equivariant homology and cohomology of
X as follows:

HG
∗ (X,M) = H∗(X ×G EG,M)

H∗G(X,M) = H∗(X ×G EG,M)

However, this definition is not so good to be handled. Next I will give a more algebraic
way to redefine it.

Recall that the group homology H∗(G,M) is defined to be H∗(F ⊗ZGM) where F is
a projective resolution of Z as ZG-modules. We can generalize this definition by allowing
the coefficients to be a nonnegative chain complex C.

H∗(G,C) = H∗(F ⊗ZG C)

where F ⊗ZG C is the product of two chain complexes.

It is clear that F ⊗ZG C is the total complex of the double complex of abelian groups
(Fp ⊗ZG Cq) where p, q ≥ 0. We know a double complex has a two natural way to derive
two spectral sequences, so the first case has E1

p,q = Hq(Fp⊗ZGC∗) = Fp⊗ZGHq(C). Then
we can take the homology with respect to p. So we get the E2

p,q = Hp(G,Hq) and it
converges to Hp+q(G,C).

Similarly, as for the second spectral sequence we have E1
p,q = Hq(F∗ ⊗ZG Cp) =

Hq(G,Cp) which converges to Hp+q(G,C).

Dually, I can also define the cohomology groups of G with coefficients of a cochain
complex C = (Cn)n≥0

H∗(G,C) = H∗(HomZG(F,C))

where F is a projective resolution of Z as ZG-modules.

After warming up, I use these settings to redefine the equivariant homology and coho-
mology and show that these two definitions are equivalent.
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Definition 1.7.2. Let X be a G-complex, then the cellular chain of X C(X) is a chain
complex of ZG-modules. Given a ZG-module M we let C(X,M) = C(x) ⊗ZG M with
diagonal G actions. Then we define the equivariant homology of X as

HG
∗ (X,M) = H∗(G,C∗(X,M))

Similarly, the equivariant cohomology is

H∗G(X,M) = H∗(G,C∗(X,M))

where C∗(X,M) = HomZG(C∗(X),M).

For simplicity, in the rest of this section we only discuss about homology cases, but
every result holds for cohomology cases.

Since it is defined via coefficients of chain complexes we have a spectral sequence as
follows:

E2
p,q = Hp(G,Hq(X,M))⇒ HG

p+q(X,M)

As an application of this spectral sequence we consider a point pt as a trivial G-complex.
Then it is clear that HG

∗ (pt,M) = H∗(G,M) and we have a canonical isomorphism induced
by the canonical G-map from any G-complex X to this point.

HG
∗ (X,M)→ H∗(G,M)

Using the spectral sequence argument we can get the following statement easily.

Proposition 1.7.1. Let f : X → Y be a cellular map of G-complexes such that it induces
an isomorphism in homology f∗ : H∗(X,Z) → H∗(Y,Z). The for any ZG-module M we
have an induced isomorphism as follows:

f∗ : HG
∗ (X,M)

'−→ HG
∗ (Y,M)

In particular, if X is contractible then the canonical map above is an isomorphism

HG
∗ (X,M)

'−→ H∗(G,M)

As for the second spectral sequence, let Xp the the set of p-cells of X and let
∑

p be the
representatives of orbits Xp/G. Then the underline abelian group structure of Cp(X,M)
is ⊕σ∈XpM . By proposition 1.3.3:

Cp(X,M) '
⊕
σ∈

∑
p

IndGGσM

Then by Shapiro’s lemma we have

Hq(G,Cp(X,M)) '
⊕
σ∈

∑
p

Hq(Gσ,M)

So the second spectral sequence is

E1
p,q =

⊕
σ∈

∑
p

Hq(Gσ,M)⇒ HG
p+q(X,M)

In particular if the G-action if free that is Gσ is trivial for any σ ∈
∑

p and M = Z then

this spectral sequence collapses on E2 page. Therefore

HG
∗ (X,Z) ' H∗(C(X)G) = H∗(X/G)

Combined these two spectral sequences we can conclude:
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Theorem 1.16. If X is a free G-CW-complex, then there is a spectral sequence as follows

E2
p,q = Hp(G,Hq(X))⇒ Hp+q(X/G)

So finally I can prove the equivalence of these two definitions about equivariant ho-
mology

Theorem 1.17. Let H∗(X,M) denote the equivariant homology defined via chain com-
plexes then er have

H∗(X,M) ' H∗(X ×G EG,M)

Proof. Consider the natural equivariant map

π : X × EG→ X

which is a homotopy equivalence. And we have two spectral sequences

E2
p,q = Hp(G,Hq(X × EG,M))

E
′2
p,q = Hp(G,Hq(X,M)))

Then by the comparison theorem of spectral sequences there is a natural isomorphism

HG
∗ (X × EG,M)→ HG

∗ (X,M)

Since we have a free G-action on X × EG, we have an isomorphism

HG
∗ (X × EG,M) ' H∗(X ×G EG,M)

Therefore HG
∗ (X,M) ' H∗(X ×G EG,M)
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Chapter 2

Periodic Complexes and its
Applications

In this chapter I generalize the definition of groups with periodic cohomology by defining
a CW-complex with periodic cohomology after a certain degree. Using the transgression
map in Serre spectral sequences generalizes Euler classes to partial Euler classes, which I
can use to prove an important theorem about a CW-complex being a periodic complex.
Then I give applications of periodic complexes, some in Wall’s finiteness obstructions and
some results about periodic discrete groups which generalize the classical results by Swan
and Wall[30][31]. Finally, I give a useful proposition, which can be used to construct free
actions of rank two groups on products of two spheres.

2.1 Periodic Complexes

We assume when coefficients do not appear in a (co)homology group that they are in Z

Definition 2.1.1. A CW-complex X has Periodic Cohomology if there is a cohomology
class α ∈ H∗(X) with |α| > 0, and an integer d ≥ 0 such that the following map:

α ∪ − : Hn(X;M) −→ Hn+|α|(X;M)

is an isomorphism for any coefficients system and for any integer n ≥ d.

Now we will recall the definitions of spherical fibration and its Euler class.

Definition 2.1.2. A spherical fibration is a Serre fibration(has the homotopy extension
property with CW-complexes) E → B for which the fiber is homotopy equivalent to a sphere
Sm that is :

Sm → E → B

We say this fibration is orientable if the action of π1(B) on Hm(Sm) ' Z is trivial. In
this case we have the following Serre spectral sequence:

Epq2 = Hp(B;Hq(Sm))

Then the Euler class of this fibration is the cohomology class in Hm+1(B) which is the
transgression of the generator µ ∈ Hm(Sm).

An important application of Euler classes is Gysin sequences.

Theorem 2.1. (Gysin sequence) Let R be a commutative ring and we have an orientable
spherical fibration like follows:

Sn → E
π−→ X
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Then there is a long exact sequence called Gysin sequence in the following:

· · · → Hk(X,R)
π∗−→ Hk(E,R)→ Hk−n(X,R)

c∪−−−→ Hk+1(X,R)→ . . .

Where c ∈ Hn+1(X) is the Euler class of this fibration.

Proof. Since we have an orientable fibration, we get its Serre spectral sequence with coef-
ficients R.

Ep,q2 = Hp(X,Hq(Sn;R))

which converges to Hp+q(E,R). And let µ ∈ Hn(Sn;Z) ' Z be a generator and the Euler
class c ∈ Hn+1(X,Z) is the transgression of µ, that is dn+1(µ) = c. In E2 page there
are just two line non-trivial which are E∗,n2 , E0,∗

2 . So En+1 ' E2. More over we have an
isomorphism in the following sense:

µ · (−) : E∗,0n+1 → E∗,nn+1

Since this product derived from cup product in E2 page. And according to multiplicative
structure in cohomological spectral sequence we have:

dn+1(µ · b) = dn+1(µ) · b+ (−1)nµ · dn+1(b) = c · b

Since dn+1(b) = 0 for any b ∈ E∗,0n+1. Then we know the differential dn+1 acts like a cup
product in the following sense:

Es,nn+1
∼ //

dn+1

��

Hs(X,R)

c∪−
��

Es+n+1,0
n+1

∼ // Hs+n+1(X,R)

By 5-terms exact sequence in spectral sequence we have:

0 // Es,n∞ // Es,tn+1
//

��

Es+n+1,0
n+1

//

��

Es+n+1,0
∞ // 0

Hs(X,R)
c∪−
// Hs+n+1(X,R)

And we also have a short exact sequence derived from spectral sequences:

0→ Es,0∞ → Hs(E,R)→ Es−n,n∞ → 0

Combine previous two exact sequences we can get the Gysin sequence.

Now I recall two basic notions in homotopy theory, which are fiber join and Postnikov
towers and in the following I will work in homotopy category. And all fibrations are
assumed as Serre fibrations.

Definition 2.1.3. Let E1 → X and E2 → X be two fibrations over the base space X, with
fibers F1, F2 respectively, then we have E1 ×X E2 as their pull-back(in the strict sense).
The fiber join of these fibrations, denoted by E1 ∗X E2 → X, is defined by the homotopy
push-out of the following diagram:

E1 ×X E2

��

// E2

E1

In the other words, it is the push-out in the homotopy category. By the properties of
homotopy colimits we know the fiber of this new fibration is F1 ∗ F2.See[7]
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In what follows we will use the basic properties of Postnikov towers to give the definition
of partial Euler class. So we need to recall what the Postnikov towers are.

Example 2.1.1 (Postnikov Towers). A Postnikov tower for a path-connected space X

is a commutative diagram in the following, ...

��
P3X

��
P2X

��
X //

==

FF

P1X
such that

1. the map X → PnX induces an isomorphism on πi for i ≤ n.

2. πi(PnX) = 0, for i > n

Remark 2.1.1. The basic idea to construct this Postnikov tower is by attaching more
cells on X to vanish the generators of homotopy groups. As a result, the space PnX
consists of the space X and cells with dimension greater or equal to n+ 2. However, this
construction depends on the choice of generators, so it is not canonical. Fortunately, we
have a canonical construction of Postnikov towers so that Pn we be a functor on homotopy
classes of maps for any n.

Now we can introduce what partial Euler classes are:

Definition 2.1.4. Let X be a path connected CW-complex and let k ≥ 0 be an integer. A
cohomology class α ∈ Hn(X) is a k-partial Euler class if there is an orientable fibration.

Pk+n−1S
n−1 → E → X

such that a generator of Hn−1(Pk+n−1S
n−1) ' Z transgresses to α.

In fact we can loose our restriction on orientation. More precisely, in this case, this
definition also works if we only require that the action of π1(X) on Hn−1(Pk+n−1S

n−1) ' Z
is trivial. Next lemma claims that this condition is equivalent to the orientation of the
previous fibration.

Lemma 2.1.1. For an integer q ≥ m, let PqS
m → E → B be a fibration with the action

of π1(B) on Hm(PqS
m) ' Z is trivial then the action of π1(B) on all cohomology groups

H∗(PqS
m) is also trivial.

Proof. We consider a general Serre fibration F → E → B. We first recall the defi-
nition of the action of π1(B) on H∗(F ). By homotopy extension property we have a
natural map π1(B) → [F, F ] where [F, F ] denote the homotopy class of the maps be-
tween F itself. Since cohomology is a contravariant functor we have a natural map
[F, F ] → Hom(H∗(F ), H∗(F )). Composite these two maps we can get the action of
π1(B) on H∗(F ). Now back to our assumption, so F = PqS

m. In this case, we have

[F, F ] = [PqS
m, PqS

m] ' [Sm, Sm] ' Z

Since the map of compositions is trivial

π1(B)→ [F, F ]→ Hom(Hm(F ), Hm(F ))
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So the map π1(B)→ [F, F ] ' Z is trivial. So the composition map

π1(B)→ [F, F ]→ Hom(H∗(F ), H∗(F ))

is trivial for any integer ∗. Equivalently, the action of π1(B) on H∗(Pq) is trivial.

Now we are going to prove one of the main theorems of this thesis which is the criterion
of periodicity of CW-complexes. Since the proof need a long argument, I divid it into three
steps.

The first step includes two lemmas about the partial Euler classes whose statements
are relatively easy but need a long tedious argument.

We first refer a result about fiber joins of fibrations. This proposition could be viewed
as the Whitney product formula for Euler classes[21]. People who interest detailed proof
could refer Hall’s paper[12]

Proposition 2.1.1. Let πi : Ei → X be two fibrations with fibers where i = 1, 2. And let
αi ∈ H∗(Fi) be transgressive and its transgression are represented by βi ∈ H∗(X). Then

α1 ∗ α2 ∈ H∗(F1 ∗ F2)

is also transgressive and its transgression is −β1 ∪ β2.

Here is the first lemma:

Lemma 2.1.2. Suppose α ∈ Hn(X) is a k-partial Euler class, then for any positive integer
q, α2 ∈ H2n(X) is also a k-partial Euler class.

Proof. Without losing any gernerality, we can assume q = 2. Since we α ∈ Hn(X) is a
k-partial class we have the associated orientable fibration like follows:

Pn+k−1S
n−1 → E → X

Take 2-fold fiber joins we get:

∗2Pn+k−1S
n−1 → ∗2XE → X

Then we can take Postnokov sections for this fibration:

Pk+2n−1(∗2Pn+k−1S
n−1)→ Pk+2n−1(∗2XE)→ X

By cellular approximation we have a weak equivalence

Pk+2n−1(∗2Pn+k−1S
n−1) ' Pk+2n−1S

2n−1

So we have a new orientable fibration:

Pk+2n−1S
2n−1 → Pk+2n−1(∗2XE)→ X

That is the fibration with α2 as its k-partial Euler class. The reason is that by Künneth
formula for join we have

H2n−1(Pk+2n−1S
2n−1) ' Hn−1(Pk+n−1S

n−1)⊗Hn−1(Pk+n−1S
n−1)

So one of generator of H2n−1(Pk+2n−1S
2n−1) could be represented by ν = µ ∗ µ where

µ ∈ Hn−1(Pk+n−1S
n−1) ' Z

is one generator. Then by previous proposition 2.1.2 We know that −ν is transgressive
and its transgression is α2. So in general, for any positive integer q, αq is also a k-partial
Euler class.
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Here is the second lemma. The proof of this lemma uses three more pages, but the
main idea is not so hard. I use the fiber joins and the finiteness of stable homotopy groups
to kill the two obstructions in Serre spectral sequences.

Lemma 2.1.3. Suppose X is a path-connected CW-complex and let k ≥ 0 be an integer.
Then for every cohomology class α ∈ H∗(X) of positive degree there is an integer q ≥ 1
such that the cup power αq is a k-partial Euler class.

Proof. We prove it by induction on k. When k = 0, the cohomology class α ∈ Hn(X)
could be represented by a map f : X → K(Z, n). And we have a pullback square as
follows:

E

��

// PK(Z, n)

��
X

f // K(Z, n)

It is clear that these two fibrations have the same fiber K(Z, n). By naturality of Serre
spectral sequences, the generator of Hn−1(K(Z, n − 1) ' Z transgresses to α ∈ Hn(X).
That means every cohomology class is a 0-partial Euler class.

Next, we assume that α ∈ Hn(X) is a k-partial Euler class, we need to show that there
is an integer q such that αq is a k+ 1-partial Euler class. Since α is a k-partial Euler class
we have a oriented fibration by the definition:

Pk+n−1S
n−1 → Ek → X

for which the generator of Hn−1(Pk+n−1S
n−1) transgresses to α. We set a new Serre

spectral sequences using coefficients πn+k(S
n−1).

Ep,q2 = Hp(X,Hq(Pn+k−1S
n−1, πn+k(S

n−1))).

We choose a k-invariant gk : Pk+n−1S
n−1 → K(πn+k(S

n−1), k + n + 1) of the Post-
nikov tower of Sn−1 with the fiber Pk+nS

n−1. It corresponds a cohomology class γk ∈
Hn+k+1(Pn+k−1S

n−1, πn+k(S
n−1)) = E0,n+k+1

2 . By the construction of the Postnikov
towers we know the cell structures of Pn+k−1S

n−1 has one 0-cell and one (n− 1)-cell and
many cells with dimension greater or equal to n + k + 1. So the class γk survives to the
k + 3 page of this spectral sequences. If dk+3γk = 0 then γk is transgressive, more over
if this transgression is trivial, then this class γk survives to the infinite page E∞. It is
equivalent that the k-invariant map gk could be extended in the following sense:

Pk+n−1S
n−1

gk
��

// Ek

��
K(πn+k(S

n−1), k + n+ 1) // K(πn+k(S
n−1), k + n+ 1)

Then we can take fibers of these two columns of fibrations to get a new fibration as follows:

Pk+nS
n−1

��

// Ek+1

��

// X

id

��
Pk+n−1S

n−1

gk
��

// Ek

��

// X

��
K(πn+k(S

n−1), k + n+ 1) // K(πn+k(S
n−1), k + n+ 1) // ∗
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Then by the naturality of Serre spectral sequences we know the generator ofHn−1(Pn+kS
n−1) '

Z transgresses to α which means that α is itself a k + 1-partial Euler class. However, the
assumptions we set before may not be the real case. So my idea is using fiber joins to
make a new fibration which can satisfy these two assumptions. In general, consider the
diagram as follows:

∗qPk+n−1S
n−1

��

// ∗qXEk

��

// X

��
Pk+qn−1(∗qPk+n−1S

n−1) // P qXEk
// X

Where the first row is the q-th fiber join of the original fibration and the second row is
taking k+ qn−1-th Postnikov section of the total space and fiber space. Now we consider
the natural map got from the Postnikov tower of Sn−1

∗qSn−1 → ∗qPn+k−1S
n−1

Apply the functor Pk+qn−1 and by cellular approximation we get a weak equivalence:

Pk+qn−1S
qn−1 → Pk+qn−1(∗qPk+n−1S

n−1)

Then we the k-invariant to the a fibration as follows:

Pk+qnS
qn−1 → Pk+qn−1S

qn−1 → K(πk+qn(Sqn−1), k + qn+ 1)

Use the Serre spectral sequence(Homology version)of this fibration we can see that in total
degree k + qn+ 1 there is only one group πk+qn(Sqn−1) will survive. So we have:

Hk+qn+1(Pk+qn−1S
qn−1) = πk+qn(Sqn−1)

Moreover, by the Künneth formula we can get:

Hk+qn+1(∗qPn+k−1S
n−1) = ⊕qπn+k(S

n−1)

So the induced map in homology is the q-fold sum of maps fi : πk+n(Sn−1) →
πk+qn(Sqn−1). By symmetry we know that fi = fj for any 1 ≤ i, j ≥ q. So we only
need to figure out what is f1. So we consider the composition of the following maps:

Pk+n−1 ∗ (∗q−1Sn−1)→ ∗qPk+n−1S
n−1 → Pk+qn−1S

qn−1

By adjunction of suspension functor and loop functor we an equivalent map

Pk+n−1S
n−1 → Ω(q−1)nPk+qn−1S

qn−1

Moreover, I claim there is a weak equivalence f : Pn+k−1Ω(q−1)nSqn−1 → Ω(q−1)nPk+qn−1S
qn−1.

To prove this claim, we first observe that there are two maps

Ω(q−1)nSqn−1 ↪→ Pk+n−1Ω(q−1)nSqn−1

Ω(q−1)nSqn−1 → Ω(q−1)nPk+qn−1S
qn−1

Where the first map is obtained by the functoriality of Postnikov towers, and the second
map is obtained by the functoriality of Postnikov towers and loop spaces. So we have an
extension problem in the following:

Ω(q−1)nSqn−1 //

��

Ω(q−1)nPk+qn−1S
qn−1

Pk+n−1Ω(q−1)nSqn−1
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And for any m, the homology group

Hm+1(Pk+n−1Ω(q−1)nSqn−1,Ω(q−1)nSqn−1;πm(Ω(q−1)nPk+qn−1S
qn−1) = 0

Since for m > n + k − 1 we have πm(Ω(q−1)nPk+qn−1S
qn−1 = 0, when m ≤ n + k − 1

we know Hm+1(Pk+n−1Ω(q−1)nSqn−1,Ω(q−1)nSqn−1) = 0 by cellular homology. Now apply
the homology functor to the extension diagram we know the extension map is a weak
equivalence, in other words it is a homotopy equivalence. So we can invert this map.
Then we get a map

Pn+k−1S
n−1 → Pk+n−1Ω(q−1)nSqn−1

which is determined by the bottom cell. So it is obtained by applying the functor Pn+k−1 to
the inclusion Sn−1 → Ω(q−1)nSqn−1. It follows that the mapf1 is the suspension homomor-
phism and therefore that the map ⊕fi is the fold map by the suspension homomorphism.

Let g
[q]
k denote the k-invariant

Pk+qn−1S
qn−1 → K(πk+qn(Sqn−1), k + qn+ 1)

and let γ
[q]
k be the cohomology class which it represents. By universal coefficients theorem

for cohomology we have an isomorphism

Hk+qn+1(∗qPk+n−1S
n−1, πk+n(Sn−1)

∼−→ Hom(Hk+qn+1(∗qPk+n−1S
n−1), πk+n(Sn−1))

And we have a commutative diagram as follows:

Hk+qn+1(∗qPk+n−1S
n−1, πk+n(Sn−1))

∼ // Hom(Hk+qn+1(∗qPk+n−1S
n−1), πk+n(Sn−1))

Hk+qn+1(Pk+qn−1S
qn−1, πk+n(Sn−1))

OO

//

��

Hom(Hk+qn+1(Pk+qn−1S
qn−1), πk+n(Sn−1))

OO

��
Hk+qn+1(Pk+qn−1S

qn−1, πk+qn(Sqn−1))
∼ // Hom(Hk+qn+1(Pk+qn−1S

qn−1), πk+qn(Sqn−1))

which is induced by the map

Hk+qn+1(∗qPk+n−1S
n−1)→ Hk+qn+1(Pk+qn−1(Sqn−1))

which we discussed before.
And the suspension homomorphism

πk+n(Sn−1)→ πk+qnS
(qn− 1)

And it is clear that if q is large enough this is also an isomorphism. Next we claim the coho-

mology class γ
[q]
k corresponds to the identity map inHom(Hk+qn+1(Pk+qn−1S

qn−1), πk+qn(Sqn−1))
Let K denote the Eilenberg-Maclane space K(πn+k(S

n−1), k + n + 1). Observe that we
have the following commutative diagram by naturality:

Hk+n+1(K,πk+n(Sn−1))

∼
��

// Hk+n+1(Pk+n−1S
n−1, πn+k(S

n−1))

��
Hom(Hk+n+1(K,πn+k(S

n−1)) // Hom(Hk+n+1(Pn+k−1S
n−1), πk+n(Sn−1))

Moreover, consider the Serre spectral sequence of homological version of the fibration

Pk+nS
n−1 → Pk+n−1S

n−1 gk−→ K
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we can get an identity map Hk+n+1(Pk+n−1S
n−1) → Hk+n+1(K). So by naturality we

know the cohomology class γ
[q]
k corresponds to the identity map in

Hom(Hk+qn+1(Pk+qn−1S
qn−1), πk+qn(Sqn−1))

Back to the big commutative diagram we know that the identity map in

Hom(Hk+qn+1(Pk+qn−1S
qn−1), πk+qn(Sqn−1))

correspondence to a series of identity maps (id, · · · , id) in

Hom(Hk+qn+1(∗qPk+n−1S
n−1), πk+n(Sn−1)) ' ⊕qπk+n(Sn−1)

Let (id, 0, · · · , 0) corresponds to a cohomology class β in

Hk+qn+1(∗qPk+n−1S
n−1, πk+n(Sn−1))

Then consider the three Serre spectral sequences in the following:

Em,n2 = Hm(X,Hn(∗qPk+n−1S
n−1, πn+k(S

n−1))

Fm,n2 = Hm(X,Hn(Pk+qn−1(Sqn−1), πn+k(S
n−1))

Qm,n2 = Hm(X,Hn(Pk+qn−1S
qn−1), πk+qn(Sqn−1))

Then by the naturality of Serre spectral sequences and the symmetry we have dk+3γ
[q]
k is

the image of qdk+3β under the map:

Hk+3(X,πk+n(Sn−1))→ Hk+3(X,πk+qn(Sqn−1)

Now the image of the suspension homomorphism is a finite group, so if q is large enough

we get dk+3γ
[q]
k = 0.

So with losing any generality we can assume that we have a fibration

Pk+n−1S
n−1 → E → X

such that in its Serre spectral sequence γk is transgressive. Then similarly by taking q-
th fiber join we can assume γk transgresses to 0. Now we back to the original case we
discussed. So we complete the inductive step.

The second step is a lemma which presents the existence of the Euler class which is
the chosen partial Euler classes under the periodicity condition.

Lemma 2.1.4. Let Pk+|α|−1S
|α|−1 → E → X be an orientable fibration sequence such that

a generator of H |α|−1(Pk+|α|−1S
|α|−1) transgresses to α ∈ H∗(X). If k ≥ d − 2 and the

map α ∪ − : Hm(X) → Hm+|α|(X) is an isomorphism in integral cohomology for m ≥ d
then there is an orientable spherical fibration Ē → X with Euler class α. If in addition the
map α ∪ − : Hm(X,M) → Hm+|α|(X,M) is an isomorphism for every local coefficients
M and every m ≥ d then the total space Ē is homotopy equivalent to a CW-complex of
dimension less than d+ |α|.

Proof. Let n = |α|, we will follow the arguments of above lemma to construct a fibration

PtS
n−1 → Et → X

by induction on the integer t ≥ n+ k − 1.
As for the beginning step, we are done by hypothesis.
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As for the inductive step, first suppose we have a fibration

PtS
n−1 → Et → X

Then let gt : PtS
n−1 → K(πt+1(Sn−1), t + 2) be its k-invariant. This map extends to a

map
Et → K(πt+1(Sn−1), t+ 2)

if and only if the cohomology class γk which represents this k-invariant will survive to E∞
page of the Serre spectral sequence of cohomology wit coefficients πt+1(Sn−1). There are
two obstructions in the spectral sequence. One is dt−n+4, another is dt+3.

First I claim that α ∪ dt−n+4γk = 0. Let µ be a generator of Hn−1(Sn−1) and choose
a representative β for the elements dt−n+4γK . Without losing generality we assume the
gap between t + 2 and n − 1 is large than n − 1. Since β = β ∪ µ, by the multiplicative
structure of spectral sequences we have

dn(β) = dn(β ∪ µ) = dn(β) ∪ µ+ β ∪ dn(µ)

So we have
β ∪ α = 0

for any representative β for dt−n+4γk then passing to quotients we complete the proof of
the statement. Therefore dt−n+4γk = 0 since α ∪ − is an isomorphism.

As for dt+3 since it takes values in H∗(X,πt+1(Sn−1)/(α). By hypothesis it is 0. So
γk will survive to E∞ page.

So we have the following diagram as we did in the proof of lemma 2.1.3.

Pt+1S
n−1

��

// PtS
n−1

��

// K(πt+1(Sn−1), t+ 2)

��
Et+1

��

// Et //

��

K(πt+1(Sn−1), t+ 2)

��
X // X // ∗

Now let E = holimtEt, so the homotopy fiber of the map E → X is weakly equivalent to
Sn−1.

So we have an orientable fibration E → X with α as its Euler class.
Furthermore if have the conditions for local coefficients M , then by Serre spectral

sequence with local coefficients that E vanishes above dimension d + |α| − 1. Then by a
result of Wall[32], E is homotopy equivalent to a finite dimensional CW-complex.

Now the final step I give the criterion about periodicity of CW-complexes, which
generalizes a result of Swan[30] concerning finite groups with periodic cohomology.

Theorem 2.2. The cohomology of a connected CW-complex X is periodic if and only if
there is a spherical fibration E → X with a total space E which is homotopy equivalent to
a finite dimension CW-complex.

Proof. First we note that by taking fiber joins if necessary we can always assume a spherical
fibration is orientable. The reason is that if this fibration is not orientable, then there
exists an element in π1(X) such that the action of this element on the fibre will induce a
homomorphism on cohomology case:

Hn(Sn)
−id−−→ Hn(Sn)
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So now if we take fiber joins then the action of this element will induce an action on
H2n−1(Sn ∗ Sn) ' Hn(Sn) ⊗Hn(Sn)(by Künneth formula)which is (−id)(−id) = id. So
the action of π1(X) on H2n−1(Sn ∗ Sn) is trivial.

So we have a Gysin sequence with any local coefficients M like follows:

· · · → Hk(X,M)→ Hk(E,M)→ Hk−n(X,M)
α∪−−−−→ Hk+1(X,M)→ . . .

Where α is the Euler class of this fibration. By assumption E is finite dimensional, there
is an integer N such that

α ∪ − : Hk−n(X,M)→ Hk+1(X,M)

When k ≥ N . So X has periodic cohomology. Conversely, if X has periodic cohomology.
By definition, there is a cohomology class α ∈ H∗(X) and an integer d ≥ 0such that:

α ∪ − : Hm(X)→ Hm+|α|(X)

is an isomorphism for m ≥ d. Then by lemma 2.1.3 there is a integer q and a fibration
sequence as follows:

Pd+q|α|−1S
q|α|−1 → E → X

such that a generator of Hq|α|−1(Pd+q|α|−1S
q|α|−1) transgresses to αq. Then by lemma

2.1.4 there is an orientable spherical fibration with Euler class αq and the total space E is
homotopy equivalent to a finite dimensional CW-complex.

2.2 Applications of Periodic Complexes

Wall finiteness obstructions

In this subsection I will give some applications of periodic complexes on Wall finiteness
obstruction theory. So we first need to review some basic notions in Wall finiteness ob-
struction theory.

Definition 2.2.1. Let X be a CW complex, we say X is finitely dominated if it is a
retract(in the homotopy category of CW-complexes) of a finite CW-complex Y . In other
words, there is a finite CW-complex Y and maps

i : X → Y ; r : Y → X

such that r ◦ i ' idX .Which means r ◦ i is homotopy equivalent to the identity map between
space X.

The central question of Wall finiteness obstruction theory is to judge in what conditions
a finite dominated CW-complex has homotopy type of a finite CW-complex.

Definition 2.2.2. (Functor K0)
Let R be a ring, we define K0(R) be the Grothendieck group of projective R-modules.
More precisely, it is the free Abelian group generated by classes [p], where P is a projective
R-module, modulo the relation

[P ] = [P ′] + [P ′′]

if there is an isomorphism P ' P ′ ⊕ P ′′.
It turns out this construction a functor from the category of rings to the category of

abelian groups.
Moreover, we have a canonical map

Z→ K0(R)

which maps n to n[R], where R is viewed a R-module by multiplications. We use K̃0(R)
denote the co-kernel of this natural map and call it reduced K-group of this ring R.
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Now we recall the definition of Euler Characteristic of a chain complex.

Definition 2.2.3. If (C∗, d) is a chain complex of finite type of projective R-modules, we
define its Euler Characteristic by

χ(C) =

∞∑
−∞

(−1)j [Cj ]

which is defined in K0(R). Note that this is really a finite sum and we can also define
χ̃(C) in reduced K-group K0(R).

The Wall’s finiteness obstruction theory concerns about when a finitely dominated
CW-complex X is homotopy equivalent to a finite CW-complex. Before give the precise
statement we need a fact in the following[31]

Lemma 2.2.1. Let X be a finitely dominated CW-complex, and X̃ is its universal cover.
Then C∗(X̃) is chain homotopy equivalent to a finite projective Z[π1(X)]-module chain
complex.

Definition 2.2.4. Suppose X is a finitely dominated CW-complex with C∗(X̃) as its
universal cover. And let

P : · · · → P2 → P1 → P0 → 0

be a finite projective Z[π1(X)]-module chain complex which is chain homotopy equivalent
to C∗(X̃). Then define the projective class of X as

[X] =

∞∑
i=0

(−1)i[pi] ∈ K̃0(Z[π1(X)])

Remark 2.2.1. In fact this definition does not depend on the choice of the finite projective
chain complex.

Now I can state the important theorem by Wall [31]

Theorem 2.3. (Wall) Suppose X is a finitely dominated CW-complex then X is homotopy
equivalent to a finite CW-complex if and only if the projective class [X] = 0.

Lemma 2.2.2. Let X be a CW-complex and let E → X be a spherical orientable fibration
with fibre an odd dimension sphere Sn other than S1. By exact sequence of homotopy
groups of fibrations we know that π1(E) = π1(X). For every integer q ≥ 1, the q-fold fiber
joins ∗qXE → X is also a spherical fibration with fibre ∗qSn. If E is finitely dominated
then so is the ∗qXE. Moreover, if OE ∈ K̃0(Zπ1(X))is the finiteness obstruction of E then
qOE is the finiteness obstruction of ∗qXE.

Proof. Without losing any generality, we can assume that q = 2. And more general,
let E1 → X and E2 → X be two orientable spherical fibrations. By definition we have
push-out diagram in homotopy category like follows:

E1 ×X E2

p1
��

p2 // E2

��
E1

// E1 ∗X E2

The projections p1 and p2 are spherical fibrations with odd dimensional fibers. If E1 and
E2 are finitely dominated, that is there are two finite CW complex K1 and K2 with maps
im : Em → Km, rm : Km → Em such that rm ◦ im = id in homotopy category where
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m = 1, 2.Then I claim that the fibre product E1 ×X E2 and fibre join E1 ∗X E2 both are
finitely dominated. Let K1 ×X K2 be the pull pack of the following diagram

K1 ×X K2
//

��

K2

��
K1

// X

Where the maps Ki → X are the composition of Ki
ri−→ Ei → X where i = 1, 2.

Then we have a big commutative diagram as follows

K1 ×X K2

��

//

**

��

''

K2

��
E1 ×X E2

��

// E2

��
K1

// E1
// X

By universal property of pull-back there exists a map

r : K1 ×X K2 → E1 ×X E2

to make this big diagram commute. Moreover we have a natural inclusion

i : E1 ×X E2 → K1 ×X K2

in homotopy category.
By diagram chasing we know r ◦ i = id in homotopy category. So E1 ×X E2 is finitely

dominated. Similar argument could show that the fiber join E1 ∗E2 is also finitely domi-
nated. Moreover we have an equation in K̃0(Zπ1(X))

OE1 +OE2 = OE1×XE2 +OE1∗XE2

Since E1 ×X E2 → E2 is a spherical fibration with E2 as a finitely dominated base space
and an odd dimensional sphere as fiber, we conclude

OE1∗XE2 = OE1 +OE2

In particular, repeat the above argument for E1 = E2 we know that ∗qXE is finitely
dominated and qOE is the finiteness obstruction of ∗qXE.

The similar argument like Theorem 2.4 could show that if X is simply connected and
finitely dominated then Y is homotopy equivalent to a finite complex.

Lemma 2.2.3. Let E → X be a spherical fibration, where X is a CW-complex with k-
skeleton skkX. Then for every integer k ≥ 0 there is an integer q such that the fibration
Ek → skkX in the pull-back square

Ek //

��

∗qXE

��
skkX // X

is a product fibration.
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Proof. As we discussed in Theorem 2.2 We can always assume that the fibration is ori-
entable. From Chapter 1 we know that if F is a CW-complex then the classifying spaces
BAut(F )of the topological monoid Aut(F ) classifies the fibrations with fibre F

F → E → X

In other words we have a canonical bijection as follows:

[X,BAut(F )] ' Fib(F )

Where Fib(F ) denotes the isomorphism classes of fibrations with fibre F . Moreover, the
identity component AutI(F ) classifies the orientable fibrations with fibre F .In our case,
BAutI(S

m) classifies the orientable spherical fibrations. Use induction on k to prove this
lemma. When k = 0 it is trivial. So noe we can assume that this lemma is true over the
(k − 1)-skeleton skk−1X. Without losing any generality we have the following pull-back
diagram:

Ek−1
//

��

E

��
skk−1X // X

where the two columns are both orientable spherical fibrations with same fibre F ' Sm,
and Ek−1 is the total space of the product fibration, in other words Ek−1 ' skk−1X × F .
Then by the classification theorem of fibrations we know that the fibration

F → Ek−1 → skk−1X

corresponds a map f : skk−1X → BAutI(F ) which is null-homotopy. And we have a
diagram as follows:

skkX

&&
skk−1X

OO

f // BAutI(F )

So for this extension problem being solved we need these obstruction classes O∆ ∈
πk(BAutI(F )) ' πk−1(AutI(F )) vanish where ∆ ranges over all k-cells of X. Now we
can take the 1-fold fibre joins to replace this obstructions with qΣ∗(O∆),where

Σ : AutI(F )→ AutI(∗qF )

is the natural stabilization map defined by f 7→ f ∗ id ∗ · · · ∗ id. By Suspension theorem
we know for fixed r, if m is large enough the homotopy groups of spheres πr(S

m+r) is
stable, so πr(AutI(S

m)) ' πstr (S0) = colimitnπr(S
n+r). And we also know that these

stable homotopy groups are finite groups. So if we choose the integer q which is larger
than the order of the stable homotopy group, we have

qπk−1(AutI(∗qF )) = 0

So we do not have the obstruction problem, that means now we have a null-homotopy map
f̃ : skkX → BAutI(∗qF ). By classification theorem of fibrations we now have a pull-back
diagrams as follows which Ek is the total space of a trivial fibration.

Ek //

��

∗qXE

��
skkX // X
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After above prerequisite, now we can give the important theorem in this section which
is similar to the big theorem of last section:

Theorem 2.4. Let X be a CW-complex of finite type such that the reduced K-group
K̃0(Zπ1(X)) is a torsion group. Then the cohomology of X is periodic if and only if there
is a spherical fibration E → X such that the total space E is homotopy equivalent to a
finite CW-complex.

Proof. As for the only if condition, it has a similar argument as we proved theorem 2.2
By taking fiber joins, we can always assume that the fibration is orientable. Then using
Gysin sequence we can get the cohomology of X is periodic.

Conversely, suppose X is a periodic complex. According to Theorem 2.2 we know that
there is an orientable spherical fibration E → X with E homotopy equivalent to a finite
dimensional CW-complex. By taking fiber joins of this fibration we can always assume
that the fiber of this fibration is homotopy equivalent to a sphere with odd dimension≥ 3.
So π1(X) ' π1(E).

Moreover, since X is a CW-complex of finite type and E also has finite type. The
it is clear that E is finitely dominated. And its finiteness obstruction class OE lies in
K̃0(Zπ1(E)) = K̃0(Zπ1(X)). Since K̃0(Zπ1(X)) is a torsion group, we can assume the
order of OE is q. So we can take q-fold fibre joins ∗qX → X. By lemma2.2.3 ∗qXE is also
finitely dominated and its finiteness obstruction class is qOE = 0. BY Wall’s finiteness
obstruction theorem we know ∗qXE is homotopy equivalent to a finite complex.

Periodic groups

In this subsection, I will use the definition of periodic complexes to give another definition
of periodic groups and I will prove that these two definition are equivalent.

Definition 2.2.5. Let G denote a discrete group and let X be a model of Eilenberg-
Maclane space K(G, 1). We say that G has periodic cohomology(or G is a periodic group)
if X has periodic cohomology.

Remark 2.2.2. It is clear that if G is a periodic group then exist positive numbers N and d
such that Hn+d(BG,M) ' HN (BG,M) for any ZG-module M . Since when N is positive
the N -th degree Tate cohomology coincides with the N -th degree ordinary cohomology, then
by Theorem 1.12 we know the two definitions about periodic groups are equivalent when G
is discrete group.

Proposition 2.2.1. A discrete group G has periodic cohomology if and only if G acts
freely on a finite dimensional complex homotopy equivalent to a sphere.

Proof. As for the ”if” part, suppose there is a finite dimensional CW-complex F which is
homotopy equivalent to sphere. And G acts freely on it. Then it is clear that the Borel
construction of F is homotopy equivalent to F/G. So we have a spherical fibration

F → F ×G EG→ BG

where the total space is homotopy equivalent to a finite dimensional CW-complex. By
Theorem 2.2 G is a periodic group.

Conversely, if G is a periodic group then by the Theorem 2.2 there is a spherical
fibration:

SN → E → BG

where E is homotopy equivalent to a finite dimensional CW-complex. First I claim we
can always assume N > 1. For N = 1 by the Theorem 2.2 we know the periodicity of the
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cohomology groups of BG is 1 so 2 is also a periodicity for the space BG. Then using the
Theorem 2.2 again we have a spherical fibration with fiber homotopy equivalent to S2.

As for the case N > 1 we first apply the long exact sequence of homotopy groups of
fibrations we know π1(E) = G. Then let E′ be the finite dimensional complex with the
same homotopy type as E and let Ẽ′ be its universal cover. Since E′ is a finite dimensional
CW complex, its universal cover is also a finite dimensional CW complex. Then by the
lifting property of covering spaces we have a commutative diagram as follows:

Ẽ′

��
SN //

77

E
∼ // E′

Apply the homotopy groups functor to this diagram we see that Ẽ′ has the same homotopy
type as SN . Moreover we know the group G can act Ẽ′ via Deck transformations. In other
words G can act free on finite dimensional CW-complex which is homotopy equivalent to
a sphere.

Moreover, we have:

Corollary 2.2.1. A discrete group G acts freely and properly on Rn × Sm for some
m,n > 0 if and only if G is countable and has periodic cohomology.

Proof. To prove this theorem we need Smale’s famous h-cobordism theorem which beyond
the scope of my thesis. People who interested in it could refer [4]

Group actions with periodic isotropy

In this subsection, I will investigate the periodicity of cohomology of Borel’s construction
X ×G EG. I will use a little knowledge about stable module categories in proofs. People
who are not familiar with it can refer the appendix A of this thesis which has a concise
introduction to it.

Lemma 2.2.4. Let G be a finite group and X be a finite G-CW complex . Then the
cohomology of X ×G EG is periodic if and only if all isotropy subgroups have periodic
cohomology.

Proof. For if condition, we first assume all isotropy subgroups have periodic cohomology.
According to results in Adam’s paper[1] we can choose a cohomology class α ∈ H∗(G,Z)
such that for any isotropy subgroup, the restriction ResGH(α) is a periodic generator. By
projective cover we can express the cohomology class α as a short exact sequence:

0→ Lα → Ω|α|(Z)→ Z→ 0

where Ω|α|(Z) denotes the |α|-fold dimension shift of trivial ZG-module Z.
In stable module category considering the restriction of this short exact sequence we

get
0→ ResGHLα → Ω|α|(Z)→ Z→ 0

By periodicity we have Ω|α|(Z) ' Z. So in stable module category we have ResGHLα = 0.
Pass it to ordinary module category it means the projectivity of ResGHLα. And it implies
Lα ⊗ Z[G/H] is a projective ZG-module.

Now Let C∗(X) denote the cellular co-chains on X, since C∗(X) are free abelian groups
we have a short exact sequence:

0→ C∗(X)⊗ Lα → C∗(X)⊗ Ω|α|(Z)→ C∗(X)→ 0
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And since X is a finite G-CW complex, we know C∗(X) ⊗ Lα is ZG-projective. I claim
it is a cohomologically trivial module which means that the group cohomology of G with
it as coefficients is trivial. For any induced module which has the form ZG × M it is
cohomologically trivial since by Shapiro’s lemma

H i(G,Z⊗M) = H i(∗,M)

In particular if the module M is a ZG-free module which means that M '
⊕

i ZG and we
have ⊕

i

ZG '
⊕
i

ZG⊗ Z

So it is an induced module, therefore it is cohomologically trivial. Since any projective
module is a direct summand of free module we know it is cohomologically trivial. Hence
for any Cn(X) we have H i(G,Cn(X) ⊗ Lα) = 0. By the spectral sequences argument
we have H i(G,C∗(X) ⊗ Lα) = 0. Now apply the cohomology functor to the short exact
sequence we get an isomorphism for any ZG-module M as follows

H i(X ×G EG,M) −→ H i+|α|(X ×G EG,M)

As for the converse, we observe that the periodicity condition could imply that for any
prime p the cohomology ring H∗(X ×G EG,Fp) have the Krull dimension one or zero.
Then by a theorem due to Quillen[23], which stats that the Krull dimension of H∗(G)
is equal to the maximal rank of an elementary abelian p-subgroup of G. Therefore all
isotropy subgroup must be of rank one, by Theorem 1.1.4 we know all isotropy subgroup
have periodic cohomology.

Now I can state and prove a key lemma of my thesis which is very useful to construct
some free group actions on products of spheres.

Theorem 2.5. Let X denote a finite dimensional G-CW complex, where G is a finite
group, such that all of its isotropy subgroups have periodic cohomology. Then there exists
a finite dimensional CW-complex Y and a free G-action such that Y ' SN ×X for some
positive integer N . Moreover, if X is simply connected and finitely dominated, then we
can assume that Y is a finite complex.

Proof. By lemma 2.2.4 we know X×GEG is a periodic complex. And according to theorem
2.2 there is a spherical fibration E → X ×G EG. We have a pull back diagram as follows

E′ //

��

E

��
X // X ×G EG

so we get a spherical fibration for X: E′ → X. And by lemma 2.2.3 using fiber join we
have a pull back diagram

E′k
//

��

∗qXE′

��
Skk(X) // X

such that E′k is a product space. Since X is finite dimensional we can choose large k such
that Skk(X) = X. So we can take E′k as the space Y such that it is a finite dimensional
CW-complex Y ' SN ×X with free G action.
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Finally to prove that Y can be chosen as a finite complex, we first apply Lemma 2.2.2
to the above diagram then we get

OY = qOE′

Without losing any generality we can assume the spherical fibration has the fiber homotopy
equivalent to a sphere with dimension greater than 1. In that case by the log exact
sequence of homotopy groups of fibrations we have π1(E′) = π1(X) = 0 since X is a
simply connected space. Therefore OE′ = 0 which implies OY = 0. By Wall finiteness
obstruction theorem we know Y is a finite complex.
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Chapter 3

Effective Euler Classes

As the main topic of this thesis is about the free group action on homotopy spheres, it
is reasonable to consider the fixity of some group actions on spheres. Therefore, in this
chapter, I first use the elementary abelian subgroups to define the effective Euler class
which is a nice description about the stationarity of a finite group actions on homotopy
spheres. A nice way to construct finite group actions on spheres is by the representations
of finite groups. It is clear that a representation not containing the trivial representation
gives a free action of G on the unit sphere of the vector space of representation. Hence
in the second section of this chapter I will use the classical character theory(see appendix
B) of complex representations to construct free actions on the product of two spheres for
some specific simple rank two groups. This method however, is not working for all cases.
The next chapter fills the gaps by making use of the concept of local Euler classes and the
gluing method.

3.1 Euler Classes from Actions on Spheres

In this section, I will first define what the effective Euler classes are then use it to construct
an important group action on product of two spheres.

Definition 3.1.1. We say an Euler class β ∈ HN (G) related to the fibration of Borel’s
construction X → X ×G EG → BG where X ' SN−1 is p-effective(p is a prime) if
every maximal rank, elementary abelian p-subgroups of G acts without stationary points.
Moreover, we say this Euler class is effective if it is p-effective for any prime p||G|.

Remark 3.1.1. By the fundamental properties of Euler classes we know it is equivalent
to say that β is p-effective if β|E 6= 0 for all E ⊂ G elementary abelian p-subgroups.

Remark 3.1.2. We can also give the same definition of effective Euler class for mod p
cohomology. And it is easily seen that it is equivalent to p-effective Euler class in integral
cohomology.

Representation of finite groups turns out a very powerful tool to construct the group
action on spheres we want. So next I will investigate some properties of Euler classes arise
from representations.

Theorem 3.1. Let G denote a finite p-group acting on a finite complex X homotopic to a
sphere. Then there exists a real representation V of G such that the Euler class associated
to X is effective if and only if the Euler class for S(V ) is effective.

Proof. Apply the main result in [10], which says that given a CW complex X as above
there is a real representation V of group G with

dimV H = dimXH + 1
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where V H means the invariant subspace under the group action of subgroup H, H is any
subgroup of G. By the definition of effectiveness we complete the proof.

Proposition 3.1.1. Let G be a finite group with center Z(G) ' Z/n1 × · · · × Z/nk and
corresponding to generators x1, · · · , xk. Then there exist [G : Z(G)]-dimensional complex
representations V1, V2, · · · , Vk of G such that V H

j = {0} for any subgroup H ⊂ G containing
xj.

Proof. Let χj : Z(G) → C denote the 1-dimensional complex representation of Z(G)
defined via xj 7→ e2πi/nj and xh 7→ 0 when h 6= j. Then Let

Vj = IndGZ(G)(χj)

By the Cartan-Eilenberg double cosets formula we can get

Vj
∣∣
Z(G)

= ResGZ(G)Ind
G
Z(G)(χj) =

∑
g∈E

Ind
Z(G)
Z(G)∩gZ(G)g−1Res

Z(G)
Z(G)∩gZ(G)g−1(χj)

which is isomorphic to ⊕[G:Z(G)](χj). And since xj is central, we have V
xj
j = {0}. So for

any subgroup H of G which containing xj we have V H
j = {0}.

Remark 3.1.3. Based on a result in [11], we know(I can’t give a complete argument here
since it will use the notions about regular sequence in cohomology) if X = S(V1)×· · ·S(Vk)
with the diagonal G-action, then Z(G) will act freely on X.

Now use these representations we have the following result

Proposition 3.1.2. Let G denote a finite p-group such that the p-rank of its center Z(G)
is equal one less than the rank r(G) of G. Then G acts on X = (S2[G:Z(G)]−1)r(G)−1 such
that the isotropy subgroups are all p-rank at most equal to 1.

Proof. Consider the sameX = S(V1)×· · ·×S(Vk) in remark 3.1.3. In this case k = r(G)−1.
So G acts on X = (S2[G:Z(G)]−1)r(G)−1 such that Z(G) has a free action on it.

Without losing any generality we assume E ' Z/p × Z/p fixes a point in X. Then it
is clear that E ∩ Z(G) = 0 since Z(G) acts freely on X. So the subgroup generated by
Z(G) and E has p-rank at least R(G) + 1, that is a contradiction

Since any finite p-group has a non-trivial center, so we get

Corollary 3.1.1. Let G be a finite p-group of rank 2, then G acts on X = S2[G:Z(G)]−1

with rank 1 isotropy subgroups.

Combine Proposition 3.1.2 and Theorem 2.5 we have:

Theorem 3.2. Let G be a finite p-group such that r = r(G) ≤ r(Z(G)) + 1. Then there
is an integer N such that G acts freely on a finite complex

Y ' SN × (S2[G:Z(G)]−1)r−1

In particular, we have

Theorem 3.3. A finite p-group G acts freely on a finite complex Y ' Sn × Sm if and
only if it doesn’t have (Z/p)3 as its subgroup.

Proof. As for ”only if” part, observe that by hypothesis we know the rank of G is less or
equal to 2, so it satisfies the conditions in Theorem 3.2 . So the action exists.

AS for ”if” part, according to a result in [16] which states that (Z/p)3 does not act
freely on Sn × Sn. So if G has (Z/p)3 as its subgroup, that’s a contradiction.
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3.2 Some Examples from Representations

In this section I will construct actions of simple rank 2-groups. There is a complete list of
rank two simple groups in the following:

1. PSL2(Fp), p odd, p ≥ 5

2. PSL2(Fp2), p odd

3. PSL3(Fp), p odd

4. PSU3(Fp), p odd

5. PSU3(F4)

6. A7

7. M11

Remark 3.2.1. There is a fact that these rank 2 simple groups have a copy of A4, the
alternating groups on 4 letters.

Based on remark 3.2.1 we have the following interesting result about group actions on
a products of 2 spheres.

Theorem 3.4. If G is a simple rank 2 group, then it cannot act freely on a finite dimen-
sional complex Y ' Sn1 ×Sn2 via product actions, which means g · (s1, s2) = (g · s1, g · s2)
for any g ∈ G and s1 ∈ Sn1 , s2 ∈ Sn2.

Proof. Suppose we have a free action like it, then so does A4 since A4 could be viewed
as a subgroup of a rank 2 simple group. By taking fibre joins A4 can have a free actions
on S(n1+1)(n2+1) × S(n1+1)(n2+1) . But it is a contradiction according to a result by Oliver
[22]

So we can’t use product actions to construct free actions of rank 2 simple groups on
products of 2 spheres.

Now consider a finite group G which contains Z/2 × Z/2 as a subgroup. I want to
construct actions of G on spheres with 2-effective Euler class. Use reduced complex regular
representation(which means that modulo the trivial representation)of Z/2× Z/2 gives an
action on S5 with 2-effective Euler class. Using induced representation(see Appendix B)
we get a new action on S5, to ensure this new action has still 2-effective Euler class we
need the following lemma:

Lemma 3.2.1. Let χ be a character of G which takes constant values A on all involu-
tions(order 2 elements). Then χ|E is the character associated to a multiple of reduced
regular representation of E ∼= Z/2 × Z/2, for any E is a subgroup of G if and only if
χ(1) = −3A.

Proof. The character table of irreducible representations of E is the following
And we have

χ|E = m1χ1 + · · ·+m4χ4

Evaluating this equation on elements a, b and ab based on the character table we have:

m1 −m2 +m3 −m4 = m1 +m2 −m3 −m4 = m1 −m2 −m3 +m4 = A

And by assumption we don’t need the trivial representation which means that m1 = 0.
By solving these equations we have χ(1) = −3A.
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Theorem 3.5. S4, A5, and SL3(F2) acts freely on a finite complex Y ' SN ×S5 for some
positive integer N .

Proof. By checking finite group atlas[9] we know all these 3 groups satisfy the conditions of
previous lemma. By theorem 2.5 if a G-CW complex with isotropy subgroups with periodic
cohomology, then there is a free G-action on Y ' SN ×X. So we need to show that every
isotropy subgroups have periodic cohomology. According to Theorem 1.14 we judge if a
group have periodic cohomology if and only if every its elementary abelian subgroup has
rank at most 1. Let X be S(V ) = S5 where V is the representation associated to the
character which satisfies the conditions in lemma 3.2.1. And since |A5| = 22 × 5 × 3,
|S4| = 23 × 3 and |SL3(F2)| = 23 × 3 × 7, for odd primes there are only cyclic p-Sylow
subgroups. According to Theorem 1.15 we only need to care about the prime 2. And by
lemma 3.2.1 we know the elementary abelian subgroup in isotropy subgroups has rank at
most 1. Therefore these 3 groups have free actions on Y ' SN × S5

Next I give 2 little more complicated simple groups

Theorem 3.6. The simple group SU(3, 3) acts freely on a finite complex Y1 ' SN1 × S11

and the simple group SU(3, 4) acts freely on Y2 ' SN2 × S23.

Proof. First let’s consider the simple group SU(3, 3). It has order

|SU(3, 3)| = |U(3, 3)|/(3 + 1) = 25 × 33 × 7

And r2(G) = r3(G) = 2.

Now let P = Syl3(SU(3, 3)) be an extra-special 3-group and we have a group extension
as follows:

1→ Z/3→ P → Z/3× Z/3→ 1

with Z/3 ⊂ P central. Let 3A denote the conjugacy class of this central order 3 element.

According to atlas of finite groups [9] there is a complex character χ with character
table as follows

1 2A 3A 3B

χ 6 −2 −3 0

where 2A denotes the conjugacy class of involutions and 3B denote the other conjugacy
class of elements of order 3.

Observe this character table we know this character satisfies the conditions in Lemma
3.2.1 So the elementary abelian 2-subgroups in isotropy subgroups have rank at most
one and as for elementary abelian 3-subgroups. We consider the subgroup generated by
3A. Since the generator is central, the generated group is the cyclic group of order 3,
C3. Consider the representation of C3 by restriction the representation of SU(3, 3) to C3.
Assume

χ = n1χ1 + n2χ2 + n3χ3

where χi, i = 1, 2, 3 are the 3 indecomposable characters of C3. According to character
atlas of C3 we have the following equations{

n1 + n2 + n3 = 6

n1 + ωn2 + ω2n3 = −3

Solve these equations we get n1 = 0 and n2 = n3 = 3. It means this representation does
not contain the trivial representation. In other words this representation of C3 has not
fixed points, in other words C3 acts freely on S11. So SU(3, 3) acts on S11 with elementary
abelian 3 subgroups with rank at most 1. By order decomposition of SU(3, 3) we deduce
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that SU(3, 3) acts on S11 with rank one isotropy and then by theorem 2.5 SU(3, 3) acts
freely on a finite complex Y1 ' SN1 × S11.

Now we consider the other simple group SU(3, 4) with order 26 × 3 × 52 × 13. So we
only need to consider the primes 2 and 5. By character atlas of SU(3, 4) there is a complex
character χ with the following character table

1 2A 5A

χ 12 −4 −3

Similar arguments could show that SU(3, 4) acts on S23 with isotropy subgroups having
periodic cohomology. So it could act freely on Y2 ' SN2 × S23.
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Chapter 4

Local Euler Classes and Rank Two
Groups

The idea of using complex character to produce 2-effective Euler classes stated in chapter
3, is not enough for arguments of all rank two simple groups. In this chapter I introduce a
local version of the Euler classes from the previous chapter called the local Euler class
which is flexible enough to locally extend our collection of examples. Then I use a pull-
back diagram to glue these local pieces to an integral effective Euler class and complete
the construction of free actions of most simple rank two groups on the product of two
spheres.

4.1 Local Euler Classes

I first review some notions about localization of spaces.
Localization methods are very powerful in algebraic topology. For example, it is pretty

hard to calculate homotopy groups of spheres. However, we can use localizations to get
some partial information about homotopy groups. Next I will introduce how to construct
a localization of spaces. We assume readers are familiar with the localization of a commu-
tative ring.

Let K denote a set of primes.

Definition 4.1.1. We denote ZK for the ring of integers localized by inverting all primes
not in K, that is the subring of Q whose denominators are primes not in K

After definition I give some special cases as examples

Example 4.1.1. 1. If K = {p} where p is a prime, then K-localization will be called
localization at p or p-localization.

2. K = ∅, K-localization will be called rationalization

Definition 4.1.2. For a topological space Y we say it is a K-local space if π∗(Y ) is local
that is π∗(Y ) is a ZK-module. Given a topological space X we say a map

k : X → XK

is a K-localization of X if it satisfies the universal property as follows: given a map
f : X → Y where Y is a K-local space there is a unique map f : XK → Y makes the
following diagram commute

X
k //

f
��

XK

}}
Y
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We have a complete characterization for the localization of abelian spaces

Definition 4.1.3. A connected topological space X is called abelian if the actions of
π1(X) on π∗(X) are trivial.

Theorem 4.1. 1. For every abelian space X there is a K-localization XK .

2. A map X → X ′ of abelian spaces is a K-localization if and only if the reduced
homology H̃∗(X

′) is a ZK-module and the induced map

H̃∗(X)⊗ ZK → H̃∗(X
′)⊗ ZK ' H̃∗(X ′)

3. K-localization is a functor between the categories of topological spaces. Moreover, it
carries two homotopical maps to homotopical maps.

As for the proof of this theorem readers could refer[29]
Now let Sm(p) denote the p-local sphere. By previous argument we know that S1

(p) is a
model of the classifying space BZ(p) and Sm(p) where m > 1 is a simply connected space

with Hm(Sm(p);Z) ∼= Z(p).

Definition 4.1.4. Let X be a connected CW-complex and let k ≥ 0 be an integer. A
cohomology class α ∈ Hn(X,Z(p)) is a p-local Euler class if there is a orientable fibration

Sn−1
(p) → E → X

such that a generator of Hn−1(Sn−1
(p) ,Z(p)) ∼= Z(p) transgresses to α.

Similarly we have the definition of effectiveness of p-local Euler classes

Definition 4.1.5. Given a finite group G. A p-local cohomology class α ∈ Hn(BG,Z(p))
is an effective p-local Euler class if its restriction to every elementary abelian p-subgroup
of maximal rank is nontrivial.

Definition 4.1.6. Let G and H denote discrete groups. We say they are p-equivalent
G 'p H for a prime p if the localizations at p of their classifying spaces are homotopy
equivalent, that is, BG(p) ' BH(p)

Remark 4.1.1. In fact, we don’t need the homotopy equivalent condition , we just re-
quire that there is a map between classifying spaces of these two groups which induces
isomorphisms on cohomology groups with Z(p) coefficients.

Based on this definition we can define what a p-effective Euler class of a discrete group
is if it is p-equivalent to a finite group.

Definition 4.1.7. A p-effective Euler class for a discrete group G is a cohomology element
is a cohomology element x ∈ H2n(BG,Z(p)) which is the of the form f∗(y), where f :
BG(p) → BH(p) is a cohomology Z(p)-equivalence and y ∈ H2n(BH(p),Z(p)) is a p-effective
Euler class for the finite group H.

Like we are interested on spheres with p-effective Euler classes, there is a basic result
about actions on local spheres with p-effective Euler classes.

Lemma 4.1.1. Assume that two discrete groups G and H are p-equivalent, where one of
them is a finite group. The there is an action of G on S2k−1

(p) with a p-effective Euler class
if and only if the same holds for H.

To prove this lemma first I need recall a standard result in homotopy theory[7]
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Theorem 4.2. Let K denote a set of primes, then BAutIS
n
K is a ZK-local space

Now I can use this result to prove this Lemma

Proof. Suppose we have an action of G on Sn(p) with p-effective Euler class. So we have a
fibration

Sn(p) → Sn(p) ×G EG→ BG

which is classified by a map in [BG,BAutI(S
n
(p))]. Since BAutI(S

n
(p)) is p-local, by uni-

versal property of localization we have a factorization

BG //

��

BAutI(S
n
(p))

BG(p)

88

Since G and H are p-equivalent, by naturality we can get a map in [BH,BAutI(S
n
(p))].

And by naturality this map lifts to an action of H on Sn(p) with p-effective Euler class.

Based on this lemma I can show some easy examples:

Example 4.1.2.
∑

5 will act on a 2-local sphere with a 2-effective Euler class. The reason
is in the following:

Let us consider an inclusion S4 → S5 then we have to maps on group cohomology with
Z(2) as follows:

ResGH : H∗(S5,Z(2))→ H∗(S4,Z(2))

TrGH : H∗(S4,Z(2))→ H∗(S5,Z(2))

Since G is a finite group so for any cohomology class α ∈ H∗(S5,Z(2)) we have

TrGHRes
G
Hα = [G : H]α = 5α = α

The last equation holds since we are working on Z(2) case.
Conversely, for any cohomology class β ∈ H∗(S4,Z(2)) by the Cartan-Eilenberg double

cosets formula we have

ResGHTr
G
Hβ =

∑
g∈G/H

TrHH∩gHg−1Res
H
H∩gHg−1β =

∑
g∈G/H

[H : H ∩ gHg−1]β = β

So the inclusion induces isomorphism on cohomology, then S4 and S5 are 2-equivalent. By
the Theorem 3.5 we know S4 has an action on S5

(2) with a effective 2-Euler class, so does
S5.

Example 4.1.3. If G is a finite group has an abelian p-Sylow subgroup P , according to
a theorem by Swan [3] the inclusion of the normalizer NG(P ) induces isomorphisms on
cohomology groups with Z(p) coefficients.

Theorem 4.3. If a finite group G has a normal p-Sylow subgroup, then its cohomology has
a p-effective Euler class. Hence if G has an abelian p-Sylow subgroup it has a p-effective
Euler class.

Proof. As for the first statement, let P denote the normal p-Sylow subgroup. use result
in Proposition 4.8 we can construct a representation V such that it has an effective Euler
class α for group P . Then we use induced representation to get a new representation for
G

W = IndGPV
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Then by the Cartan-Eilenberg double coset formula with mod p coefficients we have:

ResGP Ind
G
Pα =

∑
g∈G/P

gα

which is clear an effective Euler class in mod p cohomology, that is, p-effective Euler class.
Next, for the second statement, since any p-Sylow subgroup P is s normal subgroup

of its normalizer NG(P ) in G. According to the first statement of this theorem we know
that the cohomology of NG(P ) has a p-effective Euler class. Moreover, since its p-Sylow
subgroup is abelian, by the Example 4.1.3 we get G also has a p-effective Euler class.

4.2 Simple Rank Two Groups

In this section I will construct the effective classes of other simple rank two groups which
can be obtained by the complex presentations directly.

In order to do it, we need some prerequisites about amalgams. For more details people
could refer[27].

Definition 4.2.1. Suppose A,G1 and G3 are three groups. And we have two group homo-
morphism α1 : A→ G1 and α2 : A→ G2. Then we say an amalgamated free product
is a a push out diagram as follows:

A
α1 //

α2

��

G1

��
G2

// G

And it is denoted by G = G1 ∗A G2.

Remark 4.2.1. I recall the Seifert-van Kampen theorem about fundamental groups is
precisely an amalgamated free product. More precise, let X be a CW-complex which is
the union of two sub-complexes X1 and X2. And the intersection Y of X1 and X2 is
nonempty. Then there is an amalgamated free product:

π1(Y ) //

��

π1(X1)

��
π1(X2) // π1(X)

In other words the functor π1 preserves amalgamations.

In above remark we know the functor π1 preserves amalgamations, moreover we have
a statement about other direction with some limitations

Theorem 4.4. (Whitehead) Any amalgamation diagram in Definition 4.2.1 with α1 and
α2 injection could be realized by applying the functor π1 to the following diagram

Y //

��

X1

��
X2

// X

of K(π, 1)-complexes with X = X1 ∪X2 and Y = X1 ∩X2.

Next I want to give a different topological interpretation of amalgamation, which I will
use some basic notions about graphs.
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Definition 4.2.2. A graph is a 1-dimensional CW-complex and a path in a graph is
sequence of e1, · · · , en of oriented edges such that the final vertex of ei is the initial vertex
of ei+1. In particular a path is called a loop if the final vertex of en is the initial vertex of
e1. Finally, a path is called reduced if ei+1 6= ēi where ēi is the same edge with ei but with
the opposite orientation.

Definition 4.2.3. A graph X is called a tree if it satisfies the following conditions, which
are equivalent

1. X is contractible

2. X is simply connected

3. X is acyclic

4. X is connected and contains no non-trivial loops.

Now we consider an action of group G on a tree X. Select an edge e of X with vertexes
v and w. We say e is a fundamental domain of this G-action if every edge is transitive
to e by G-action. And every vertex of X is transitive to either v or w but v cannot be
transitive to w. In other words the orbits of this action is following:

v
e

w

Remark 4.2.2. It is clear that the three isotropy subgroups Gw, Gv and Ge satisfies the
realtion Ge = Gv ∩Gw

Next theorem tells us the relation of the above construction and amalgamation [27].

Theorem 4.5. (Serre)
Let a group G act on a tree X. Suppose e is an edge with vertices v and w such that
it is a fundamental domain of this action. Then G = Gv ∗Ge Gw. Conversely, given an
amalgamation G = G1 ∗A G2 where A is a common subgroup of G1 and G2, there exists a
tree with a G-action on it, with G1, G2 and A as the isotropy subgroups Gv, Gw and Ge.

The next corollary will be used in the rest

Corollary 4.2.1. Let H ⊂ G1 ∗A G2 be a finite subgroup. Then H is conjugate to a
subgroup of G1 or G2

Proof. Since isotropy subgroups of points in the same orbit are conjugate, We just need
to show that H fixes some vertex of X. But according to a fact [27] which says that every
finite group of automorphisms of a tree has a fixed point.

I have introduced the notion of a tree of groups and its relation with amalgamation.
Next I want to describe a generalization of amalgamation.

Definition 4.2.4. We say a graph of groups is a connected graph Y with

1. Groups Ge and Gv where v(resp. e) ranges over all vertices(resp. v) of Y

2. monomorphisms θ0 : Ge ↪→ Gv and θ1 : Ge ↪→ Gw for any edge e and its vertices v
and w.

Remark 4.2.3. In this definition it is possible to allow v = w but θ0 and θ1 may still
differ.
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Definition 4.2.5. To define the notion fundamental group of a graph of groups we
need use a suitable notion of path. First we add some loops to the graph by regarding an
element of Gv as a loop from v to v. Then we modulo an equivalence relation that

θ0(a)e = eθ1(a)

for any a ∈ Gv.

Next example shows how to use this new concept to represents amalgams.

Example 4.2.1. The amalgam H ∗A K is the fundamental group of the graph

H
A

K

Now back to our discussion about local Euler classes. The following theorem is very
useful for constructing Euler classes for rank two groups. Let G be a rank two finite group
and |Ap(G)| be the geometric realization of the poset(with order by inclusion of subgroups)
of non-trivial p-elementary abelian subgroups in G [3] And it is clear that the conjugation
by elements in G will induce a natural G-structure in |Ap(G)|.

Theorem 4.6. Let G be a finite group with |Ap(G)| path-connected. If Γ denotes the
fundamental group of the graph of groups associated to y = |Ap(G)|/G, then the natural
surjection p : Γ→ G induces a Z(p)-cohomology isomorphism.

Remark 4.2.4. So we can replace the original group G by the fundamental group of the
graph of groups Γ. Then use Γ we construct effective Euler classes.

We know Γ is usually represented as amalgams. So to produce the effective Euler
classed of Γ we can glue together characters on local subgroups to get a character of
amalgams. Then use the associated localized spheres to produce effective Euler classes.
Next lemma tells us that we need to assemble characters for generalized amalgams which
arise form characters with p-effective Euler classes.

Lemma 4.2.1. The Euler class associated to a Γ-sphere W will be effective if and only if
it restricts to an effective Euler class on each of the generating subgroups.

Proof. Then ”only if” part is trivial, I only need to prove the ”if” part.
Suppose Γ = G1 ∗A G2, then we apply the classifying space functor getting a new

push-out diagram

BA //

��

BG1

��
BG2

// BΓ

By the classification theorem of orientable fibrations we know a spherical fibration over a
space X corresponds a map in [X,AutI(S

n−1)]. So in this case by the universal property
of push-out diagram we have a commutative diagram like follows:

BA //

��

BG1

��

��

BG2
//

**

BΓ

&&
AutI(S

n−1)
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So for any Euler class in Hn(Γ) there are corresponding Euler classes in Hn(G1) and
Hn(G2). Now let H ⊂ Γ be a maximal rank elementary abelian p-subgroup. According to
the Corollary 4.2.1 which is conjugate to a subgroup in either G1 or G2. Without losing
generality I assume there is element γ ∈ Γ such that γHγ−1 ∈ G1 which is a maximal
rank elementary abelian p-subgroup in G1. Since the conjugation induce an identity map
on group cohomology there is a commutative diagram in the following:

Hn(Γ) //

��

Hn(H)

��
Hn(Γ) // Hn(γHγ−1)

So for the Euler class α ∈ Hn(Γ) I need to show the restriction of this Euler class on H is
not zero. By the commutativity it is equivalent to show that the restriction of this Euler
class on γHγ−1. However this map factors through Hn(G1). Since the Euler class of G1

is effective, then the target is not zero.

Therefore the Euler class in Hn(Γ) is effective.

Now I apply these constructions to concrete rank two finite groups:

Example 4.2.2. Let G = M11, p = 2. In this case express (see [3]) M11 as a quotient of
Γ = GL2(3) ∗D8 S4 with Γ → G inducing a Z2 cohomology equivalence. According to the
character table, we have a portion of character table with complete conjugate classes for
GL2(3) as follows

1 2A 4 2B 3

χ2 1 1 1 −1 1

χ6 2 −2 0 0 −2

χ8 4 −4 0 0 1

Then consider the character

χ = 2χ2 + χ8

and the following is a character for S4

1 (12) (12)(34) (1234) (123)

ν 3 −1 −1 1 0

It is clear that χ coincides with 2ν on elements of order 2 and 4, hence on the common
subgroup D8. Moreover, from character table we know for χ we have

χ(1) = −3χ(2) = 6

where χ(2) represents the character of any involution. It is well defined since in this case
the character of any involution is equal. Similarly, it also works for character ν. By
Lemma 3.2.1 we know there is a 6-dimensional complex representation for Γ which affords
an effective 2-Euler class. So we obtain a 2-effective Euler class in H12(M11,Z). Note a
fact in group theory that V = Z/3 × Z/3 = Sly3(M11), with normalizer of order 144. By
Example 4.1.3 we can find a 3-local sphere of dimension 31 with 3-effective Euler class in
H32(M11,Z).

Example 4.2.3. Let G = PSL2(Fq), q odd and q ≡ ±3 mod 8. In this case the 2-Sylow
subgroup is elementary abelian. Then by Theorem 4.3 we have a 2-effective Euler class.
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Example 4.2.4. Let G = PSL3(Fq) where q is an odd number and q ≡ −1 mod 3 Here
the 2-local structure is as follows:

GL2(q) ∗Z/q−1
∫
Z/2 (Z/q − 1)2 o S3

By Fermat’s little theorem we always have

2q−1 ≡ 1 mod q

So we can select two generators (
2 0
0 1

) (
1 0
0 2

)
in GL2(q), so we can view Z/q − 1× Z/q − 1 as a subgroup of GL2(q) and it is clear that
we can view the group generated by (

q − 1 0
0 q − 1

)
as Z/2 which is a subgroup in Z/q − 1× Z/q − 1

Now let χ : Z/q − 1 ↪→ C× be the 1-dimensional complex representation which sends
the element (

q − 1 0
0 1

)
to −1. Then we composite

(Z/q − 1)2 → Z/q − 1→ C×

we get a 1-dimensional complex representation such that χ|Z/2 is nontrivial.
Let

ν = Ind
GL2(q)
Z/q−1×Z/q−1(χ)

It is a q(q + 1)-dimensional complex representation. And by the Cartan-Eilenberg double
cosets formula we know the even order elements in SL2(q) act freely. Then identify

GL2(q)/SL2(q) ' Z/q − 1

It is clear the quotient classes are classified by their determinants. And we can select a
1-dimensional representation ω : Z/q − 1 ↪→ S1 ⊂ C× such that every element of GL2(q)
with even order acts freely on S(ν)× S(ω).

Now take
K = 2ν + q(q + 1)ω

Let 2A denote the central involution in GL2(q) and 2B denote the non-central one. As
for 2A, it is just the matrix (

q − 1 0
0 q − 1

)
So we get

K(2A) = 2ν(2A) + q(q + 1)ω(2A) = −2q(q + 1) + q(q + 1) = −q(q + 1)

As for 2B we can select one representative(
q − 1 0

0 1

)
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Since its determinant is q − 1 it corresponds to −1 in embedding Z/q − 1 ↪→ C×. So

K(2B) = 2ν(2B) + q(q + 1)ω(2B) = 0− q(q + 1) = −q(q + 1)

By Lemma 3.2.1 S(K) has an 2-effective Euler class.
Next let’s consider

(Z/q − 1)2 o S3 ⊂ SL3(Fp)
which arises from the wreath product Z/q − 1

∫
S3. More precisely, it is the semi-direct

product (Z/q − 1)3 o S3 where the action is the perumation of diagonal matrices∗ ∗
∗


And the action in semi-direct product (Z/q − 1)2 o S3 is obtained by the permutation of
S3 on the diagonal matrices of determinant one.

Now let Z/q−1 ↪→ U(1) ' S1 be the standard 1-dimensional complex representation by
sending a generator to a primitive (q−1)− root of the unity. Then we have a composition
of the following maps

(Z/q − 1)2 o S3 ↪→ U(1)

∫
S3 ↪→ U(3)

which gives a 3-dimensional complex representation η. Moreover, it can be easily seen that
the restriction η|(Z)2 is a copy of reduced regular representation for any elementary abelian
2-subgroups. So S(η) has a 2-effective Euler class.

And we can verify directly that the character q(q + 1)η agrees with the character K
on the common subgroup Z/q − 1

∫
Z/2. Hence there is a 3q(q + 1)-dimensional complex

character for the amalgamation which provide a 2-effective Euler class.
So G has a 2 effective Euler class.

The other 4 examples such as PSL3(Fq), q odd, q ≡ 1 mod 3, PSL2(Fq), q odd,
q ≡ ±1 mod 8; PSU3(Fq),q odd and PSU3(F4) also have a 2-effective Euler class. But
the constructions need more deep group theory. People interested could see [4]

Example 4.2.5. Consider the inclusion A6 ↪→ A7. Similar argument like Example 4.1.2
could show that it induces a mod 2 cohomology equivalence. And since A6

∼= PSL2(F9)
has a 2-effective Euler class. So does A7.

So we have completed arguments for all simple rank two groups, then we have the
following result

Theorem 4.7. Let G denote a finite rank two simple group. Then G acts some Y ' S2k−1
2

such that its associated Euler class is 2-effective.

After constructing the 2-effective Euler class for rank two groups, I turn direction to
the existence of q-effective Euler class for q an odd primes. In most cases, odd primes are
easier to deal with. So let’s consider the list of rank two simple groups. As for groups A7

and PSU(3, 4), by order formula we have

|A7| =
7!

2
= 7× 5× 3× 23

|PSU(3, 4)| = 24 × 5

so for any odd primes p the p-Sylow subgroups are abelian. Which means there is a
p-effective Euler class for each prime p such that r(G) = rp(G).

Note that if q is an odd primes, then the q-Sylow subgroups of PSL2(Fp) and PFL2(Fp2)
are all cyclic subgroups, so they have periodic cohomology

Finally to summarize the results in this section we have
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Theorem 4.8. Given any rank two simple group G and any prime q which is dividing
|G|(except possibly PSL3(Fp), p an odd prime) then it has a q-effective Euler class in its
cohomology.

We will use this important result to prove the most important theorem in my thesis.

4.3 Homotopy Actions

In this section I show how to use local Euler class to glue a global effective Euler class.
And I will combine this result and examples in section 3.2 to give a complete description
about the action of simple rank 2 groups on a product of two spheres.

Let J and K be two sets of primes and X be a topological space. Then (see[7]) there
is pull-back square of localization maps in the homotopy category

XJ∪K //

��

XK

��
XJ

// XJ∩K

It is easily seen that there is a pull-back diagram in the homotopy category

Map(X,XJ∪K) //

��

Map(X,XK)

��
Map(X,XJ) //Map(X,XJ∩K)

By the universal property of localization we know these is a natural bijection

Map(XJ , XJ)→Map(X,XJ)

In fact it is also a weak equivalence[7] Then by naturality we have a pull-back diagram in
the homotopy category in the following

Map(XJ∪K , XJ∪K) //

��

Map(XK , XK)

��
Map(XJ , XJ) //Map(XJ∩K , XJ∩K)

Since the localization fJ∪K of a map f is a weak equivalence if and only if the maps fK an
d fJ both are weak equivalence, we can pass ordinary continuous maps to its homotopy
equivalent classes. Hence we get a new pull-back diagram in the homotopy category:

AutXJ∪K //

��

AutXK

��
AutXJ

// AutXJ∩K

Moreover, if X is a finite nilpotent complex, then the localization fJ∪K of the map
f : X → X is homotopic to the identity between XJ∪K if and only if maps fJ and fK are
homotopic to the identity map on XJ and XK respectively. Therefore we have a new pull
back diagrams in the homotopy category

AutIXJ∪K //

��

AutIXK

��
AutIXJ

// AutIXJ∩K
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Since the geometric realization functor preserves pull back diagram, we get a new pull
back diagram in the homotopy category in the following:

BAutIXJ∪K //

��

BAutIXK

��
BAutIXJ

// BAutIXJ∩K

After giving above prerequisite, I can use it to solve the problem of gluing together
effective p-local Euler classes to a effective Euler class for a finite group G

Theorem 4.9. Let G be a finite group, an integral cohomology class α ∈ H2n(BG,Z) with
n ≥ 2 is an effective Euler class if and only if for each prime p such that r(G) = rp(G) its
p-localization αp ∈ H2n(BG,Z(p)), is an effective p-local Euler class.

Proof. It is clear that the effectiveness of Euler classes and their p-localization for each p
such that rp(G) = r(G). First if α is an effective Euler class, so we have a fibration

S2n−1 → E → BG

which is classified by a map in [BG,AutI(S
2n−1)]. Moreover we have a natural map in

the following which is induced by the natural localization map

[BG,AutI(S
2n−1)]→ [BG,AutI(S

2n−1
(p) )]

so α(p) is a p-local Euler class.

For the converse, we assume the cohomology class α ∈ H2n(BG,Z) has its p-localization
α(p) as p-local Euler class for each prime p such that rp(G) = r(G). In other words for
each p with this property we have an orientable fibration

S2n−1
(p) → Ep → BG

such that the associated transgression of the generator is the localization of α,α(p). By
the long exact sequence of homotopy groups of the above fibration we get π1(Ep) = G and
the universal cover of Ep is a G-CW complex which is homotopy equivalent to S2n−1

(p) .

Now let p1, · · · , pk be the primes for which r(G) = rp(G) and K be the set of all other
primes. So we have the following diagram

S2n−1
(pi)

// S2n−1
Q S2n−1

K
oo

The limit of this diagram is clear S2m−1 by previous argument for homotopy pull-back of
localizations.

Now consider the rationalization of S2n−1. Note that [15] for odd dimension spheres
we have

S2n−1
Q ' K(Q, 2n− 1)

for i = 1, · · · , k And it is clear by cohomology argument that any map betweenK(Q, 2n−1)
is homotopy equivalent to identity map. So we have

AutIS
2n−1
Q ' ∗

Hence there is a unique homologically trivial action of G on rationalization S2n−1
Q .
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Give the localization S2n−1
K the trivial action of G we can get a commutative diagram

as follows
BG

++

��

%%
AutI(S

2n−1) //

��

AutI(S
2n−1
(pi)

)

��
AutI(S

2n−1
K ) // AutI(S

2n−1
Q )

By the universal property of pull back diagram we get a map in [BG,AutI(S
2n−1]. And

by the classification of fibrations we know this map corresponds to the cohomology class α
which can restrict to αp for each prime p such that r(G) = rp(G). So the proof completes.

Now based on this gluing lemma we can prove the following two theorems finally,

Theorem 4.10. Let G denote a rank two finite group such that all of its p-Sylow subgroups
are either normal in G, abelian. Then G acts freely on a finite complex Y ' Sn × Sm.

Proof. By Theorem 4.3 if G has a normal p-Sylow subgroup or G has an abelian p-Sylow
subgroup then it has a p-effective Euler class. Then by Theorem 4.8 there is a integral
cohomology α ∈ H2n(BG,Z) is an effective Euler class which corresponding to a group
action of G on S2n−1 with the fibration in the following

S2n−1 → S2n−1 ×G EG→ BG

Since G is a rank two finite group then every isotropy subgroup except elementary abelian
2-groups has periodic cohomology. As for elementary abelian 2-groups, since α is an effec-
tive Euler class that means the restriction of action on this elementary abelian subgroups
has not stationary points. So it is not the isotropy subgroup. I other words every isotropy
subgroup in this group action has periodic cohomology. According to Theorem 2.5 we
know G can act freely on a finite complex Y ' S2n−1 × Sm.

Theorem 4.11. Let G denote a rank two simple group except PSL3(Fp), with p an odd
prime. Then G acts freely on a finite CW-complex Y ' Sn × Sm.

Proof. According to Theorem 4.8 which states that for any rank two simple group G and
any prime p dividing |G|( except PSL3(Fp) at p), it has a p-effective Euler class in its
cohomology. So for each prime p such that r(G) = rp(G) it has a p-effective Euler class.
By Theorem 4.9 there is an effective Euler class α. And by similar argument in the proof
above G acts freely on a finite complex Y ' Sn × Sm.
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Appendix A

Review of Homological Algebra

In this appendix I will review some knowledge about homological algebra which is necessary
for my thesis.

Chain Complexes

I always assume that R denote an arbitrary ring with a unit.

Definition A.0.1. A graded R-module is a sequence C = (Cn)n∈Z of R-modules. And id
x ∈ Cn we say the degree of x is n.

Moreover, a map of degree p between two R-modules C,C ′ is a series homomorphisms
like follows:

fn : Cn → C ′n+p

Definition A.0.2. We say a chain complex is a pair (C, d) where C is a graded R-
module and d is a degree −1 map between C itself such that d2 = 0. In this case we call d
an differential or boundary map.

It is clear that

Im(d) ⊂ Ker(d)

So we define the homology group of this chain complex as

H(C) = Ker(d)/Im(d)

And we can see that H(C) is also a graded R-module.

Dually we can define a cochain complex as a pair (C, d) where the degree of d is 1.
And we can also define its cohomology groups.

Definition A.0.3. To make Chain complexes as a category we need morphisms between
chain complexes. A morphism between chain complexes C,C ′ which is always called a
chain map is a degree o map between two chain complexes and make the following diagram
commute.

Cn

��

// C ′n

��
Cn−1

// C ′n−1

Again, dually we can define a cochain map between two cochain complexes.

We have the definition of homotopy of maps between topological spaces. We can also
define chain homotopy between two chain complexes.
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Definition A.0.4. A chain homotopy between two chain maps f, g : C → C ′ is a map
s : C → C ′ of degree 1 such that

fn − gn = d′n+1sn + sn−1dn

for any n.

Next proposition is a fundamental property of chain complexes.

Proposition A.0.1. A chain map f : C → C ′ will induce a map of two homology groups.

H(f) : H(C)→ H(C ′)

And it is homotopy invariant. That is, if f is homotopy to g then their induced maps
coincide H(f) = H(g).

Homological algebra is a very powerful tool to study modules. And its basic idea is to
study the exactness of sequences of modules.

Definition A.0.5. An sequence of maps A
f−→ B

g−→ C is exact at B if Ker(g) = Im(f).
We can a following sequence

0→ C ′ → C → C ′′ → 0

is a short exact sequence if it is exact every where. Similarly we say a sequence like follows

· · · → An → Bn → Cn → · · ·

a long exact sequence if it is exact everywhere.

Theorem A.1. (Fundamental Theorem of Homological Algebra)
A short exact sequence

0→ C ′
i−→ C → C ′′

π−→ 0

will induce a long exact sequence like follows:

· · · → Hn(C ′)
Hn(i)−−−→ Hn(C)

Hn(π)−−−−→ Hn(C ′′)
∂−→ Hn−1(C ′)→ · · ·

Where ∂ is called a connecting homomorphism.

In topology we have a natural construction of spaces called the product. We have a
similar construction for chain complexes.

Definition A.0.6. (Tensor Product of Chain Complexes)
Let C,C ′ be two chain complexes, we define its tensor product which is a new chain complex
as follows:

(C ⊗R C ′)n =
⊕
p+q=n

Cp ⊗R C ′q

Where the differential is

∂(c⊗ c′) = dc⊗ c′ + (−1)pc⊗ dc′

where c ∈ Cp, c′ ∈ C ′q
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Projective and Injective Modules

In this section I will review definitions of projective and injective modules which are basic
buildings for homological algebra and many other mathematical areas.

Definition A.0.7. A R-module P is called projective if given two R-modules M,M ′ and
a surjective homomorphism µ : M →M ′ and a homomorphism λ : P →M there is a map
ν which makes the following diagram commute.

P

λ
��

ν

}}
M ′ µ

//M // 0

Dually, we have

Definition A.0.8. A R-module I is called injective if given two R-modules M,M ′ and
a monomorphism µ : M → M ′ and a map λ : M → I there is a map ν : M ′ → I makes
the following diagram commute

0 //M
µ //

λ
��

M ′

}}
I

We have some equivalent description about projective modules

Proposition A.0.2. The following statements are equivalent.

1. A R-module P is projective.

2. Any epimorphism λ : M → P splits.

3. P is a direct summand of a free R module.

Definition A.0.9. A projective cover PM of a finitely generated R-module M is a
surjective map PM → M such that PM is minimal with respect to direct decomposition.
And in this case we define Ω(M) = Ker(PM →M).

Lemma A.0.1. (Schaunel) Suppose we have two short exact sequences like follows:

0→M1 → P1 →M → 0

0→M2 → P2 →M → 0

with P1, P2 two projective modules. Then we have M1 ⊕ P2 ' P1 ⊕M2

Proof. (Sketch) Consider a pull-back diagram like follows:

X

��

// P2

��
P1

//M

So we get a two new short exact sequences

0→M2 → X → P1 → 0

0→M1 → X → P2 → 0

By splitness we have
P1 ⊕M2 ' X ' P2 ⊕M1
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Remark A.0.1. So if we let Ω̃(M) be the kernel of some epimorphism P → M with
P a projective module. Then Ω̃(M) is well-defined up to adding or removing projective
summand.

Corollary A.0.1. If we have a homomorphism α : M → M ′, then we have a map
α̃ : Ω̃(M) → Ω̃(M ′) which is unique up to adding maps factoring through a projective
module.

Remark A.0.2. After giving the definition of stable module categories we can see that Ω
is a well-defined functor and it is very useful.

Definition A.0.10. The stable module category Stmod(R) of finitely generated R-modules
has objects same with the category of finite generated R-modules. Morphisms HomR(M,N)
in Stmod(R) are HomR(M,N)/ ∼ where if two maps f, g from M to N such that f − g
factor through a projective module then f ∼ g. It is clear in Stmod(R) any projective
R-module is isomorphic to 0.

Remark A.0.3. Although Ω̃ is not a well-defined functor between the category of finitely
generated R-modules mod(R). But is is a well defined functor

Ω̃ : Stmod(R)→ Stmod(R)

Dually, for injective modules we have similar definition called injective hull and for
a injective hull M ↪→ I we define Ω−1(M) = coker(M ↪→ I).

Remark A.0.4. In fact injective modules behave better than projective modules since for
any ring R and any R-module M there is a unique injective module I minimal.

Derived Functors

Definition A.0.11. A projective resolution of a R-module M is a long exact sequence

· · · → P2 → P1 → P0

such that the following sequence is also exact

· · · → P2 → P1 → P0 →M → 0

Projective resolutions are extremely important in homological algebra, since it is a
basic construction for derived functors which describe failure of exactness of functors. In
homological algebra, we usually investigate two natural functors Hom(−,−) and − ⊗ −.
The next theorem gives uniqueness of projective resolution up to homotopy.

Theorem A.2. The projective resolutions of a R-module M is unique up to chain homo-
topy.

Based on this theorem we can define the derived functors of two functors we mentioned
before.

Definition A.0.12. Given two R-modules M,M ′ and a projective resolution of M

· · · → P2
∂2−→ P1

∂1−→ P0

If we tensor it with M ′ we can get a chain complex as follows:

· · · →M ′ ⊗R P2
id⊗∂2−−−→M ′ ⊗R P1

id⊗∂1−−−→M ′ ⊗R P0 → 0

Then we define the Tor functor

TorRn (M ′,M) = Hn(M ⊗ P∗, id⊗ ∂)
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Next theorem will tell us why Tor could be called the derived functor of tensor prod-
ucts.

Theorem A.3. Let 0 → M ′ → M → M ′′ → 0 be a short exact sequence of R-modules
and given another R-modules M0. We have a long exact sequence as follows

· · · → TorR1 (M0,M
′)→M0 ⊗RM ′ →M0 ⊗RM →Mo ⊗RM”→ 0

Dually, we can define the derived functor of Hom(−,−).

Definition A.0.13. With the same conditions as previous definition. Now we get a long
exact sequence by taking Hom.

0→ HomR(P0,M
′)

δ∗−→ HomR(P1,M
′)→ · · ·

Then we define the Ext functor

ExtnR(M,M ′) = Hn(HomR(P∗,M
′); δ∗)

Remark A.0.5. Similarly the Ext functor can be used to fill the lack of exactness of Hom
functor like the Theorem A.3.

It turns out we can use stable module categories to describe derived functors which is
very useful in some argument.

Theorem A.4. Let k be a field and G be a finite group. So we have a group ring R = k[G].
Given two left R-module we have natural isomorphisms as follows:

ExtnR(M,N) = HomR(Ωn(M), N) = HomR(M,Ω−n(N))

for every positive integer n.

Now we have the derived functors for tensor products and Hom we can give some
more complicated calculation about homology and cohomology. Given a chain complex
C of left R-modules and a right R modules M we can use tensor product to form a new
chain complex C ⊗R M , the universal coefficients theorem will tell us how to calculate
the homology groups of this new chain complex(denoted by Hn(C,M))under some nice
conditions.

Theorem A.5. (Universal Coefficients Theorem) Suppose C is a chain complex of
free left R-modules and a right R-module M . Then we have a natural short exact sequence
which is split as follows:

0→ Hn(C)⊗RM → Hn(C,M)→ TorR1 (Hn−1(C),M)→ 0

Moreover, we have the Künneth formula to calculate the homology groups of a new
chain complex induced by taking the tensor product of two chain complexes. For simplicity
I use the field k to replace general ring as coefficients.

Theorem A.6. (Künneth Formula) Let k be a filed, and A and B are chain com-
plexes as k-vector space. Then there is a short exact sequence to express the homology of
tensor product of these two chain complexes using the homology of these chain complexes
respectively.

0→ H∗ ⊗k H∗(B)
α−→ H∗(A⊗k B)

β−→ Tork1(H∗(A), H∗(B))→ 0

where the degree of α is 0 and the degree of β is −1.
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Appendix B

Finite Groups and its
representations

The first part of this appendix I will introduce some basic notions about representations
of finite groups. The second part I will list some properties of finite p-groups.

Representations of finite groups

In this section we give a concise description on representations of finite group. People
interests details could refer Serre’s excellent book[26]

Definition B.0.1. Let G be a finite group. A representation (π, V ) of G on a finite-
dimensional vector space V over C is a group homomorphism.

π : G→ GL(V )

Definition B.0.2. A morphism between two representations (π, V ) and (π′, V ′) of G is
an linear map T between V and V ′ such that

π′(g)T (v) = T (π(g)v)

We also call this map as a G-module homomorphism. We say these two representations
are equivalent if there is an isomorphism between them.

Remark B.0.1. Using language of category theory we can say the representations of a
finite group G form a category Rep(G)

Definition B.0.3. A subspace W of V is called G-invariant(or sub-representation) if
π(g)W ⊂ W for any g ∈ G. A representation (π, V ) is called irreducible if there is no
non-trivial G-invariant subspace.

The following statement is a very useful.

Lemma B.0.1. (Schur) Let (π, V ) and (π′, V ′) be two irreducible representations of G.
Then any morphism between these two representations is either zero or an isomorphism.

Moreover, if V = V ′ then T = λid for some λ ∈ C.

Definition B.0.4. Let (π, V ) and (π′, V ′) be two representations of G. We can make the
direct sum V ⊕ V ′ as a new representation of G defined by:

(π ⊕ π′)(g)(v + v′) = π(g)v + π′(g′)v′

And we say a representation (π, V ) is indecomposable if it could not be expressed by the
direct sum of two non-trivial representations
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Remark B.0.2. A representation (π, V ) is called a trivial representation if the homo-
morphism π is trivial. And it is clear that if a representation could not contain a trivial
sub-representation then the action of G on the vector space G is fixed-point-free.

Proposition B.0.1. The definition of irreducible of a presentation is equivalent to the
definition of indecomposable of a representation.

Definition B.0.5. The character χ of a representation (π, V ) of G is a map χ : G→ C
defined by:

χ(g) = trace(π(g))

Lemma B.0.2. The character χ is a class function(which is constant on each conjugacy
class).

Definition B.0.6. We definite a Hermitian inner product on the set of all the class
functions by

〈χ, χ′〉 =
1

|G|
∑
g∈G

χ(g)χ′(g′)

Now I list some properties about characters without proofs.

Theorem B.1. Let π1, π2, · · · represent the distinct isomorphism classes of irreducible
representations of G with vector spaces V1, V2, · · · and characters χ1, χ2, · · · respectively.
Then we have

1. The sets of characters {χ1, χ2, · · · } is orthonormal basis for the vector space of class
functions of G. Therefore, the number of isomorphism classes of irreducible repre-
sentations of G is the same as the number of conjugacy classes of G

2. Put di for the dimension of Vi and r for the number of isomorphism classes of
irreducible representations, then

d2
1 + · · ·+ d2

r = |G|

Remark B.0.3. The proof of this theorem is based on the following fact that the regular
representation of G contains any irreducible representations. The regular representation
is a representation π, V where dimV = |G| and we use elements of G as sub-index of a
basis of V and then we define

π(g)(eg′) = egg′

Corollary B.0.1. Any representation (π, V ) of G is completely determined by its charac-
ter χ. More precisely, if V is decomposed into a direct sum of irreducible representations

V = n1V1 ⊕ · · · ⊕ nrVr

Then the multiplicity ni of Vi in V is 〈χ, χi〉.

Corollary B.0.2. Any representation (π, V ) of G is irreducible if and only if its character
χ is a unit vector which means 〈χ, χ〉 = 1.

Next is an easy example of calculations of characters of finite cyclic groups of order 3.

Example B.0.1. Let G =< a|a3 = e >. Let χ be a character of a representation of G.
By Schur’s lemma we know any irreducible representation of abelian groups has dimension
1. So any characters have value 1 at the identity element of groups. Since it is a cyclic
group, we only need to know the value of this character at the generator a which is χ(a).
Since a3 = 4 we have χ(a)3 = 1. Solve this equation we have 3 solutions: 1, ω, ω2 where

ω = −1+
√

3i
2 . So we have 3 irreducible characters with χ1(a) = 1, χ2(a) = ω and χ3(a) =

ω2.
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Finally, I would like to introduce a very important concept in representation theory
called induced representations. Let H be a subgroup of a group G. Then any representa-
tion of G can be restricted to a representation of H, denoted by ResGHV . Using language
of category theory it means that we have a functor :

ResGH : Rep(G)→ Rep(H)

Now I want to find a functor goes another direction and there is an adjunction between
these two functors.

Suppose V is a representation of G and a subspace W is H-invariant. Then for any
g ∈ G, the subspace g ·W = {g · w|w ∈ W} depends only on the left coset gH. And it is
clear that

V '
⊕

σ∈G/H

σW

In this case we write V = IndGHW .

Conversely, let (τ,W ) be a representation of H. An induced representation π on the
vector space V = IndGHW can be constructed as follows:

Let V =
⊕n

i=1 giW where {gi} is a representative of left coset G/H. And each giV
consists of formal elements {giv} where v ∈ V . For each g ∈ G and each gi there is an
hi ∈ H and j(i)in{0, 1, · · · , n} such that:

g · gi = gj(i) · hi

Then we can define the group action of G on V as follows:

g ·
n∑
i=1

giwi =
n∑
i=1

gj(i)τhiwi

Now we have a functor goes another way:

IndGH : Rep(H)→ Rep(G)

In fact next theorem says that these two functors form an adjunctions.

Theorem B.2. Let W be a representation of H and V be a representation of G. Then
any H- module homomorphism φ : W → ResGHV can be extended uniquely to a G-module
homomorphism φ̃ : IngGHW → V . That is we have an isomorphism as follows:

HomH(W,ResGHV ) ' HomG(IndGH , V )

Wher HomH(−,−) means H-module homomorphisms.

After introducing two natural functors it is natural to consider what is the interaction
between these functor and characters of representations.

Theorem B.3. (Frobenius Reciprocity) We have

〈χW , χResGHV 〉 = 〈χIndGHW , χV 〉

Finite p-groups

In this section I list several basic properties about finite p-groups which can be found in
any standard text about group theory.
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Definition B.0.7. Let p be a prime number, a p-group is a group in which every element
has order a power of p.

Next theorem duo to Cauchy gives a powerful tool to judge when a finite group contains
order p elements.

Theorem B.4. (Cauchy) If G is a finite group whose order is divisible by a prime p, then
G contains an element of order p.

As a corollary of this theorem, there is an alternative description about what is a
p-group.

Proposition B.0.2. A finite group G is a p-group if and only if |G| is a power of p.

In representation theory we often first construct a representation for the centre Z(G) of
a finite group G, then use induced functor to get a representation of G. So it is important
to see wether the centre is trivial or not. Next theorem tells us that a non-trivial finite
p-group G has a nontrivial centre.

Theorem B.5. If G 6= 1 is a finite p group, then its center Z(G) 6= 1.

In the progress of investigating structures of finite groups, researchers found a very
important concept called Sylow subgroups

Definition B.0.8. If p is a prime number, then a Sylow p-subgroup P of a group G is a
maximal p-subgroup(with partial order by inclusion).

Theorem B.6. (Sylow)

1. All Sylow p-subgroups are conjugate to each other.

2. If there are r Sylow p-subgroup, then r is a divisor of |G| and r ≡ 1 mod p.
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