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2 MOGENS ESROM LARSEN

CHAPTER 1. An Interesting Case

Assume we have invested a kapital, K, in a bank obtaining a fixed interest
of 7% per year. If we denote the amount of the capital in the end of year n by k,,
then this means that we have

(1.1) Aky =kpi1 —kn =1k

This is the simplest case of a difference equation, we may imagine.

Well, we shall rewrite it as
(1.2) kpnt1 = (14+1r)ky,
with the solution

(1.3) K :K'(1+T)n

Now, we realize that our solutions allows a definition of the size of the capital
to be calculated for real time — opposite to integral numbers of years — as the
function of the real variable, ¢,

(1.4) k() = K- (147r)' = K - ™0+

We may consider this function as an interpolation between the known values for
the integral values of the variable, t.

This solution (1.4) is differentiable with derivative
(1.5) K(t) =K -In(1+7)- ™A+ —In(14+r) - k(t)
So, our interpolation satisfies the differential equation
(1.6) E'(t) =In(1+7)-k(t)

The difference equation (1.1) is replaced by a similar differential equation (1.6),
with a solution interpolating the solution to the difference equation.

Savings and mortgages requires handling sums. Now, sums are particularly
easy to handle, if the are telescoping. Consider

(17) gn = Akn = kn—i—l - kn

Then we find

(18) Zgn = Z kn—l—l - Z kn = km—i—l - kO
n=0 n=0 n=0
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1. An Interesting Case 3

We express this simplicity by saying that k,, is an indefinite sum of g,,, rewriting
(1.7) as

(1.9) Zgnén = ky,

The difference equation (1.1) may be rewritten as

1
1.1 knon = —ky,
(1.10) > ki = -

Now, if we pay an amount of a every year to be increased by the interest, r, then
the capital obtained after the nth payment is

(1.11) ia-(1+7°)k: %((1+r>”—1)

In real life the capital, the payment and the time are agreed leaving the
interest as the unknown. So, we are interested in solving the equation in r,

(1.12) Ar=Q0+r"-1

where A is the ratio between the capital and the payment.

We want to find a zero of the polynomial
(1.13) fry=Q4+r)"—Ar—-1

The fastest way to do so, the socalled Newton method, takes an approximation,
rk, and draw the tangent to the function, f in that point and finds the cut with
the r—axes as 7g41.

This method works as finding the fixpoint of the function

_f()
f(r)

by iteration g from a neighboring point to the solution. Let r* be the fixpoint,
then we have

(1.14) g(r) =

o) — 0 Y = [ ()l — g = DL @]
(113) o) =171 = lo(r) = 9 () =1/ (F)] - — "] = PRt =]

for some intermediate point 7. If f is a polynomial, and the zero is not a zero for
the derivative, then this fraction is small in a neighborhood of the wanted root.
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CHAPTER 2. Stability

The material in this chapter is taken from [8, 7].

To be stable means to have the ability to recover from a disturbance. To
define this concept of stability precisely, one must specify both the kind of distur-
bance and the criterion for an adequate recovery.

In the following, we study a motion as a real function of time, ¢(¢) and
a disturbed motion, ¥ (¢). Then the stability means that, in the long run, ¢(¢)
and (t) are “equivalent” in some adequate sense that must be made precise
in terms of a formal criterion. We present seven criteria for stability, each one
containing the predecessors being contained in the successors. Hence, the criteria
represent a succession from higher to lower degrees of stability. Usage differs among
mathematicians, engineers and economists.

The stability of a motion against a disturbance will be called

1. Asymptotic if @(t) = const. and ¥ (t) — p(t) — 0 for t — oco.
2. Strong absolute if Y(t) —@(t) — 0 for t — oco.

3. Weak absolute if |Y(t) —@(t)] < k < oo for all ¢.

4. Strong relative if Iny(t) —Inp(t) — 0 for t — oo

5. Weak relative if |Iny(t) — lnp(t)| < k < oo for all ¢.

6. Strong logarithmic if Inlney(t) — Inlnp(t) — 0 for t — co.

7. Weak logarithmic if |Inlny(t) — Inlnp(t)| < k < oo for all ¢.

REMARK. The criterion 4 reflects the requirement

p(t)/e(t) =1 for t—oo or (P(t)—¢(t))/e(t) =0 for t— oo,

which justifies the name “relative stability”.

Similarly, criterion 6 reflects the requirement

Iny(t)/Inp(t) — 1 for t— 0.

The notion of causality refers in this context to systems of motions, where
time paths of the variables depend only upon the initial conditions and the time
elapsed since the establishment of such initial conditions, that is to say, the specifi-
cation of similar given initial conditions at a later period would result in a similar
evolution of the system, except at a constantly later time period. Thus, as used
here, a system is said to be causal if, from an initial configuration, it determines
its own behavior over time.

We now restrict ourselves to the study of a causal system in one variable.
Furthermore, the variable will here — in a growth context — be required to increase
monotonously in time.
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Consider an increasing, differentiable function of time, y = (¢), moving in
a range
—o0<a<p(t)<b< +4o00.

Then such a motion will be stable against delay, if there exists a transformation
between the pair of functions ¢(t) and ¢(t + h) for any given value of h. This
problem of stability of a motion against delay can always be transformed to the
corresponding problem of stability with respect to the initial position of the set of
solutions to a first-order autonomous differential equation.

Such correspondence is due to the fact that the family of functions
{e(t + h)|h € R} is a set of solutions to the equation § = f(y),(- = d/d¢),
with the function f defined by

fx)=¢' (¢ 2)), a<z<b.

Hence, it is sufficient to study the stability of sets of solutions to the differential
equations with respect to the disturbance of the initial position.

Lemma 1. Any solution ¢(t) to the equationy = f(y), with f(x) > 0 everywhere,
is increasing and unbounded,

(i) ¢'(t) >0 (ii) @(t) — oo for t — oc.

Proof. Let (t) be a solution. Because ¢'(t) = f(p(t)) > 0, the function ¢ must
be increasing.

Suppose ¢(t) is bounded. Then ¢(t) — ¢ for t — co. Now
Tim /(1) = lim £(() = £(c) > 0.
Hence, ¢/(t) > e > 0 for all values of ¢, and therefore

o(t) >k + et

contradicting the limit of . Conclusion: The function ¢ must be unbounded.

Lemma 2. Suppose the function f(x) is positive and continuously differentiable
everywhere. If ¢(t) is any solution to the equation §y = f(y), then any other
solution to this equation must take the form, p(t + h), for some constant h.

Proof. Let ¥(t) and ¢(t) be two solutions. Consider the time ¢ = 0 and suppose
¥(0) > ¢(0). Now, as ¢(t) — oo for t — oo, according to Lemma 1, there exists
h > 0 such that 1(0) = ¢(h).

Since the function f is continuously differentiable, it satisfies the Lipschitz
condition and, hence, the solution to the initial value problem is unique, i.e.,
P(t) = ¢(t + h) everywhere.
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Corollary to Lemma 2. Let ¢(t) be a bijective, twice continuously differentiable
function satisfying ¢'(t) > 0 for all t. Then the family {¢(t + h)|h € R} is equal
to the whole set of solutions to the equation § = f(y), where

fx)=¢' (¢ ().

Proof. The function f(x) is continuously differentiable and positive, so Lemma 2
applies. It is obvious (see above) that ¢(t) solves the equation.

Now we discuss the stability of the set of solutions to a differential equation
of the form

(2.1) y=1r).

We relate the different criteria of stability mentioned above to the particular pro-
perties which must be satisfied by the function f.

ASSUMPTION (2.1). The function f is continuously differentiable everywhere.

Theorem 1. The set of solutions to Equation (2.1) has asymptotic stability aro-
und the constant solution y = ¢, if and only if
(i) f(e)=0,
(ii) f(z) >0 forz <c,
(iii) f(x) <0 forz >c.

Proof. If. Let ¢(t) be a solution. If ¢(t) < ¢, then ¢'(t) = f(p(t)) > 0, and,
hence, ¢ is increasing. Now, ¢(t) < ¢ for all ¢, due to the theorem of uniqueness
of solutions to differential equations. Hence, ¢(t) — d < ¢ for t — co. Now, for
t — o0:

f(d) = f(limep(t)) = lim f(p(t)) = lim¢'(t) > 0.

If f(d) > 0, then ¢/(t) > ¢ > 0 for all ¢ and, hence, p(t) — oo for t — co. So
f(d) = 0. Because c is the only zero for f, it must be equal to d. Conclusion:
o(t) — ¢ for t — oo.

Only if. Clearly f(c) =0 (because y = ¢ is supposed to be a solution), and f has
no other zero d (since then y = d would be a solution not tending to c).

If the function f has a zero, then Theorem 1 applies. If the function f has
no zero, then following theorems shall prove useful. Hence, we shall from now on
assume

ASSUMPTION (2.2). f(z) > 0 everywhere.

This assumption implies that the solution must be unbounded, a fact we need
in the proofs below. For each of the six criteria of stability 2—7 defined above, we
shall state for the governing function f some simple sufficient conditions that
ensure the set of solutions to be either stable or unstable. The sufficient stability
conditions below are also almost necessary.

6
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Theorem 2. The set of solutions to Equation (2.1) has strong absolute stability,
if

(2.24) fx) -0 for x— o0

and cannot have strong absolute stability, if

(2.2-) f(x)>e>0 everywhere.

Proof. Let ¢(t) be a solution. From Lemma 1 follows that ¢(t) is increasing and
unbounded. From Lemma 2 follows that any pair of solutions can be of the form

o(t) and (t) = ¢(t+ h), for some constant, h > 0.
So we have for some 7 = 7(t), witht <7 <t+h
(1) = o(t) = p(t +h) —o(t) = " (T)h = f(o(7))h.
Hence, under the condition (2+), we get
() —p(t) =0 for t— oo,
because with ¢ both 7 = 7(¢) and ¢(7) goes to infinity.

Similarly, under the condition (2—), we get
[W(t) — o) = f(e(7))|R| > €lh].
Theorem 3. The set of solutions to Equation (2.1) has weak absolute stability,
if
(2.3+) 0 < f(z) < k everywhere,
and cannot have weak absolute stability, if

(2.3-) f(z) =00 for z— 0.

Proof. According to Lemma 2, we can assume two solutions to be
o(t) and @(t+h) with h >0,
and according to Lemma 1, they are both increasing and unbounded.
Then for t < 7 <t + h, we have
0 <op(t+h)—p(t) =¢(1)h=f(e(r))h < kh
under the condition (34). This proves the weak absolute stability.

In the second case, let K be any number. We can find ¢, such that
f(z)> K for z>c,

according to (3—). Lemma 1 says that we can find t., such that for ¢t > t., we
have ¢(t) > ¢ and hence

p(t+h)— o) =¢'(1)h = f(o(r))h > Kh

because 7 >t > t. and ¢(7) > ¢(t) > ¢ and, hence, f(p(7)) > K. Because K was
arbitrary, we cannot have weak absolute stability.
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Theorem 4. The set of solutions to Equation (2.1) has strong relative stability,
if

(2.44+) f(x))Jr =0 for = — o0
and cannot have strong relative stability, if

(2.4—) f(z)/x>e>0 for z>0.

Proof. Let ¢(t) be a solution. Consider the function

w(t) = lnp(t).

We shall prove that w(t) solves the equation

y=g(y) with g(y)= f(e¥)/e’.

This follows from the straightforward computation below.

W (1) = & (0)/9(t) = Flp()/ip(t) = f (1) [e=0) = gw(t))

The condition (4+) and (4—) for f imply that g satisfies, respectively, the condi-
tions (2+) and (2—) of Theorem 2. Hence, the pair w(t) and w(t + h) either have
or cannot have strong absolute stability according to Theorem 2.

But strong absolute stability for w(t) = Inp(t) and w(t+h) = Inp(t+h) is by
the definitions 2 and 4 strong relative stability for ¢(¢) and ¢(t + h). This proves
Theorem 4.

Theorem 5. The set of solutions to Equation (2.1) has weak relative stability, if
(2.5+) 0< f(x)/x <k for x>0
and cannot have weak relative stability, if

(2.5—) f(z)/z — 00 for z— 0.

Proof. As in the proof of Theorem 4, this theorem is easily derived from Theorem
3.

Theorem 6. The set of solutions to Equation (2.1) has strong logarithmic stabi-
lity, if

(2.64) %HO for x — oo(x>1)
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and cannot have strong logarithmic stability, if

(2.6—) M><€>0 for x>1.
xrlnx

Proof. Let ¢(t) be a solution. Then w(t) = Ingp(t) solves the equation

y=g(y), with g(y) = f(e)/e’.

Now the function g satisfies the conditions of Theorem 4, as

M:f<e)—>0 for x — oo (from 6+)
x xer
M:Lex)>6>0 for >0 (from 6-—)
T zTe

Hence, Theorem 6 follows from Theorem 4.

Table I. Typical different equations and stability properties

Stability Differential Solution Theorem
criteria equation No.
. . 0

1. Asymptotic y=—y ot 1

2. Strong absolute g=y ! (2t)1/2 2

3. Weak absolute y=1 t 3

4. Strong relative g =2(y)/2 t2 4

5. Weak relative Y=y et 5

6. Strong logarithmic 3 = y(Iny)'/2  exp(t?) 6

7. Weak logarithmic y = ylny exp(exp(t)) 7

Theorem 7. The set of solutions to Equation (2.1) has weak logarithmic stability,
if
(=)

(2.74) L <k for z>1
zlnx

and cannot have weak logarithmic stability, if

fz)

xlnx

(2.7-) — o0 for x— o0 (x>1).

Proof. As Theorem 6, the theorem is easily derived from Theorem 5.

We have characterized the stability properties of the solutions to (1) in terms
of appropriate conditions upon the governing function, f. Typical differential
equations of the form (2.1), with their explicit solutions having stability according
to these theorems, are given in Table I.
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CHAPTER 3. Rapidity of Growth

The material in this chapter is taken from [8, 7].

The growth of a function is properly measures by its derivative — assuming
the derivative to exist. The greater the derivative is, the faster is the growth. To
distinguish different speeds of growth, we shall use the following terminology. The
growth will be called

L. Bounded if ¢'(t) >0 and p(7) < ¢ everywhere.

II.  Unbounded if ¢'(t) > 0 everywhere and () — oo for t — o0o.
III.  Linear if ¢'(t) > e > 0 everywhere.

IV. Polynomial if ¢'(t) — oo for t — o00.

V.  Exponential if ' (t)/e(t) > e > 0 everywhere.

VI.  Hyper-exponential it ' (t)/¢(t) = oo for t — oo

VII. Double-exponential it ¢ (t)/(e(t)lnp(t)) > e > 0 everywhere.

REMARK. Of course, growth can be more rapid than here considered, e.g., explo-
sive growth means that there is a finite escape time, a, i.e.

o(t) > oo fort —a (a < 00).

As examples of explosive growth, the equations § = y?, ¥ = y?> + 1 have the
respective solutions, ¢(t) = 1/(a —t), ¢(t) = tan(t).

One of the main purposes of this paper is to underline how growth prevents
stability. The more rapid is the growth, the less is the degree of stability, and
conversely. We prove that as the speed of growth ascends from bounded to double-
exponential, the degree of stability descends from asymptotic to weak logarithmic.

Suppose we have a growing function ¢(¢) and want to know the stability with
respect to changes of the initial conditions or, equivalently, the stability against
time delays, i.e. the stability of the pair ¢(t+h) and (). For each of the situations,
we have the following complementarity (J,j) = (11,2), ..., (VIL, 7).

Theorem 1. If the growing function ¢(t) has growth property J € {II,..., VII},
then any two functions ¢(t + h) and ¢(t) for h # 0, cannot have a degree of
stability stronger than j.

Proof. The conditions, II-VII, imply the applicability of the corollary to Lemma
2 and Theorems, 1-6 in chapter 11, as follows:

J = 1I. The unbounded growth of (t) gives f(x) = ¢’ (p~1(z)) = ¢'(t) > 0
everywhere, preventing asymptotic stability by Theorem 1, (only if).

J = III. The linear growth of ¢(t) gives f(z) = ¢’ (0 1 (z)) = ¢'(t) > >0
everywhere, preventing strong absolute stability by Theorem 2, (2—).

10
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J = IV. The polynomial growth of ¢(t) gives f(z) = ¢'(p~1(z)) = ¢'(t) —
oo for x — oo, preventing weak absolute stability by Theorem 3, (3—).

J = V. The exponential growth of ¢(t) gives

f@)/z=¢'(¢7 (@) /z = ¢'(t)/¢(t) > & > 0 everywhere,

preventing strong relative stability by Theorem 4, (4—).
J = VI. The hyper-exponential growth of ¢(t) gives

f@)/z=¢' (97 (@)/z = ¢(t)/¢(t) — oo for z — oo,

preventing weak relative stability by Theorem 5, (5—).
J = VII. The double-exponential growth of ¢(t) gives

f(@)/zna = ¢/ (¢ (z)) /alnz = ¢'(t) /¢ (t)Ing(t) > € > 0

everywhere, preventing strong logarithmic stability by Theorem 6, (6—).

Table II. Growth versus stability

Differential Solution Growth Instability Stability
equation

y=—y —e~t bounded asymptotic
g=y ! (2t)1/2 unbounded  not asymptotic strong abs.
y=1 t linear not strong abs. weak abs.
g =2(y)/? t2 polynomial  not weak abs. strong rel.
Y=y exp(t) exponential not strong rel.  weak rel.

v =y(lny)/2  exp(t?) hyperexp. not weak rel. strong log.
y = ylny exp(exp(t)) doubleexp. not strong log.  weak log.
g =12 —t—1 explosive not weak log. none

REMARK. If the growing function ¢(t) shows explosive growth, then the functions
o(t) and (t + h) cannot have any type of stability for h # 0, because ¢(t) — oo
for t — a and p(t + h) — oo for t — a — h.

Using the examples and results from Table 1, we can give a table of behavior
(Table II).

11
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CHAPTER 4. Differential equations

The solution to a differential equation

(4.1) y' = flz,y)

is a differentiable function

(4.2) y = p(x)
satisfying
(4.3) o' (z) = f(z, (x)) .

Definition 1. The differential equation is called autonomous, if the function, f,
of (4.1) is independent of x, i.e. the equation is

(4.4) y' = f(y).

In dynamics we consider x to be the time, so an equation is autonomous if
it describes a behavior dependent of the state of the system, but not of exterior
forces. The development is then assumed to be similar from a certain initial state,
in dependent of the time when this situation emerges.

The solution of equations of form (4.4) is the following: Let A be the set of
zeros of f,

(4.5) A=Aa| fla) =0}.
This gives rise to a set of constant solutions, if « € A, then
(4.6) p(r) =a

solves (4.4).

If f is continuous and «, 3 € A are consecutive roots of f, then we have f(y)
of the same sign for all & < y < 3. We may then write (4.4) as

(4.7)

=1 for a<y<pf.

f(y)

Integration of (4.7) yields

(4.8) / f?é;) dz = / dw
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or, rather for some constant c:

(4.9) F(y)::/d—‘zzx—f—c,

and hence the solution

(4.10) y=F"'(z+c)

which exists, because F'(y) = ﬁy) has the same sign in the interval |a, 5[ so that

F' is monotonic.

EXAMPLE.
(4.11) y =siny.

We find A = {a | sina =0} ={p-7 | p € Z}. We choose two consecutive
zeros, e.g. 0 and 7. Now, for 0 < y < m we have siny > 0. Then we shall find

dy
Fy) = / — .
siny
We substitute y = 2t and get

2 )
F(2t):/ dt /cos t + sin tdt

sintcost sintcost
:/c?stdt+/81nt dt
sint cost
[ dsint dcost
_/ sint _/ cost
= In(sint) — In(cost)

=Intant

hence

F(y) = Intan (%) .

The solution to (4.11) then is

y=FYz+ec), y = 2 Arctan(e®"°) .

The problem of solving (4.4) consists of one integration and one inversion.

If the function f is a rational function of y, then the integration is always
possible. Suppose we have

_ 1w

13
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then we shall integrate a rational function,
p(y)
F(y) = / —=dy.
) q(y)

If we divide p by ¢, we can write

y)
with r, s polynomials, the degree of s smaller than the degree of q. We can always
integrate r. From the appendix we can write g as a sum of terms of the form

ply) r(y) + s(y)

(y =)™
And these are easily integrated.

REMARK. If the polynomials are real, then the complex roots appear in conjugated
pairs. E.g., we may have the terms

p_ B _Py—pa+By-—pa

[ 2 — —

y—a y—a y>—(a+a)y+aa
_ (B+B)y — (Ba + Ba)
—(a+a@)y+aa

In this expression all terms are real. The integral of such a real rational function
takes two steps:

/ by + ¢ p _Q/d(yz—ay—l—d)_l_é/ 2 4q
y2 —ay+d Y73 y2 —ay+d 2) y2—ay+d
2c + ab

b 1
= 2qp)y? — S setad g
2n‘y ay+d‘+2/y2_ay+ddy

We have the logarithm and need to find
ab dy
(C+?)/y2—ay—|—d
omitting the factor we substitute y = ¢+ 5 to get
/ dy B / dt B / dt
Yy —ay+d t24+d— 2 ) 248

Now we are done, if § = 0. Otherwise we substitute t = /|d| s to get

\/7ds _ /
d(s%2+0(0)) \/W s2+o(d)’

14
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where o(6) is the sign of §. And we have

d
/ R Arctans
s2+1

/ds _l/ds _l/ds
2—1 2/ s—1 2/ s+1

1 1
= 51n|s -1 - 51n|s + 1|

=1In

s—1
s+1]|°

The last term is not necessary, because it will only appear for real roots in ¢(y).

Appendix on partial fractions.

Given a rational function with the denominator of higher degree than the
numerator, then it is always possible to write it as a sum of rational functions
with numerator of degree zero (i.e. a constant), and denominator a power of a first
degree polynomial. To be precise:

Theorem 1. If ¢q(z) and p(z) = (x — aq)"* ... (x — a;y)¥™ are polynomials, such
that q have smaller degree then p, p and q sharing no roots, than the rational

function % is equal to a sum as follows:

q(z) ﬁuj
(4.12) @) _ZZ o)

Definition 1. The terms of the double sum in (4.12) are called the partial frac-

tions of the rational function %.

Proof. We want to find 8 such that
q(z) g q(x)

(z—a)p(x) (z-a) (z—a)'p(z)

with ¢(z) of smaller degree than the denominator. Now, the difference equals

q(z) — pp(z)
(z —a)p(x)

If we choose = %, then we may write

q(x) = Pp(x) = (x — a)§(z).

This ¢(z) solves the problem.

15
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CHAPTER 5. Linear differential equations

The material in this chapter is taken from [9, 12, 7].

We want to analyze an initial value problem: a couple of linear first-order dif-
ferential equations with constant real coefficients in order to find the real solutions.
The system is

(5.1) T1 = axy + bxo

(5.2) To = cx1 + dxo

where a,b,c,d € R, and x1, x5 are functions with initial values
(5.3) r1(0) = 2

(5.4) 12(0) = 23

with 29, 2 € R. We shall prefer to write it in matrix form. We define vectors

0
T T
X = 1 XO = %

and coeflicient matrix

(5.5) A= (CC‘ )

b
d
Then we may replace (5.1), (5.2) by (5.6) and (5.3), (5.4) by (5.7):
(5.6) x = Ax
(5.7) x(0) = x"
Motivation. In the traditional search for solutions we argue along the following

lines: If A should happen to be a diagonal matrix, i.e., b = ¢ = 0, then the system
consists of two independent equations, namely

T1 = arq, To = dxa,
with independent initial values
x1(0) = 22, 12(0) = 9.
If A is not of the wanted form, we look for a coordinate transformation
x = Sy
which changes the equation to
(5.8) y =S 1ASy.

If the new matrix
B =S"!AS

happens to be diagonal, then we are through. Unfortunately, we might need to ex-
tend the problem into the complex domain in order to obtain this diagonalization,
and even so, as the matrix
a 1
(6 2)

shows, not all matrices can be diagonalized. In spite of the large amount of algebra
employed we have hardly succeeded in finding the real solutions.

16
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Alternative Analysis. The idea to be explained below is to argue slightly diffe-
rently: If A? should happen to be diagonal, then the system is easy to solve, even
as an initial value problem. If A? is not diagonal, then we are able to transform
the problem, such that the new one has a coefficient matrix with diagonal square.
As a matter of fact, neither of the above features needs complex numbers, and
further, there are no exceptions to the procedure or even to the formulas for the
solutions of the initial value problem.

The Solution with Trace Zero. If A is not already a diagonal matrix, then
AZ? is diagonal, if and only if the trace of A is zero. As we shall see, we can always
transform the problem to the case where the trace of the new coefficient matrix is
zero, even when A is diagonal. Hence we shall restrict our analysis to the case of
trace zero.

Theorem 1. If A has trace zero, then —A? is the determinant of A times the
unit matrix, i.e. A> = AE with A = a® + be.

Theorem 2. If A? is diagonal, then either A is diagonal or the trace of A is zero.
Proofs. Elementary. a

Under this assumption we shall analyze the solution of (5.6) and (5.7). Let
x be a solution of (5.6)—(5.7). Then by Theorem 1:

(5.9) %X = AEx.
Let 6 be the solution of the initial value problem

(5.10) 6 = AJ;

(5.11) 5(0)=0,  6(0)=1.

Note that & solves (5.10), but not (5.11). Then § is not proportional to § and
hence the couple (d,0) constitutes a basis for the solutions of (5.10). Because x
solves (5.9), it must take the form

(5.12) X = 0v + ow
where v and w are vectors in R?. As x satisfies (5.6), we have
X =0v+ 0w = Ax = 0Av + (Aw.
Using (5.10) we get the equation
OW + AV = JAV + JAw.
At t = 0 we have, because of (5.11),
(5.13) w = Av.

17



18 5. Linear differential equations
Substitution of (5.13) in (5.12) yields

x = (0E 4 6A)v.
As x satisfies (5.7), we have
(5.14) x’ =x(0) = (1IE + 0A)v =v.
Hence the solution of (5.6) and (5.7) is of the form
(5.15) x = (OB + 6A)x".

This ends the analysis.

Now we can substitute (5.15) in (5.6) and (5.7) for verification. In the latter
case we get (5.14), and in the former using (5.10)

X = (0E + 6A)x" = (JAE + §A)x"
while using Theorem 1 yields

Ax = A(JE + 0A)x? = (§A 4+ 6A%)x" = (JA + SAE)X.

The General Case. Without any assumptions about A we shall transform the
equations (5.6) and (5.7) to the case of zero trace. This proves much easier than
the transformation (5.8). Let © € R be a constant, and 6 the solution of the initial
value problem

(5.16) =00, 00)=1

(i.e. the exponential function 0(t) = ¢®*).

We consider the coordinate transformation
x = €.

Now (5.6) and (5.7) for x imply certain equations for £. (5.7) is simple:

by (5.16). (5.6) is nicer:
% = 0€ + 0 = Ax = OAE.

Using (5.16) we get
0€ + OO = HAE.

18



5. Linear differential equations 19

Because 6 # 0, we can divide by it, hence

£ = (A OB
Now, if we choose © correctly, the new matrix will have trace zero. We define ©

as
a-+d

2 )

half of the trace of A. Then the system gets the matrix
a—d

SN

C

(—):

so € solves the initial value problem:

(5.17) £=B&  £(0)=x"
of the type of trace zero. (5.17) is then solved by (5.15), where ¢ solves (5.10),

(5.11) with
a—d\>
A= 5 + be.

Conclusion. We can write down the solution of (5.6) and (5.7) explicitly. Let
the half-trace © and the discriminant A of the matrix A be defined as

a+d
(5.18) =5
2
(5.19) A= ("“;d) + be.

Let 6 be the solution of the initial value problem
f=00; 60 =1
Let 0 be the solution of the initial value problem
6=A8 6(0)=0; 06(0)=1.
Then the solution of (5.6) and (5.7) is:
(5.20) x = 0(0E + (A — OE))x°.

In coordinates this becomes

xlze(x%—l— (a;dx(l)+bxg) 5),
03 d—a 0
332:0(3325+< :(:2—1—0331) 5).

The functions 6 and ¢ can be explicitly written down. They are

a+d t

O(t) =e®' =e" 2 ¢
—L_sinh(vAt) for A >0,

(5.21) va
t)y=< t for A =0,
\/i—A sin(v—At) for A <0.

19



20 5. Linear differential equations

Afterthought. From a higher point of view, the methods applied here are exam-
ples of more sophisticated analytic methods in algebraic disguise, to be compared
with the standard sophisticated algebra. If Sophus Lie could have asked Jean B.
J. Fourier to solve the equations, he would have done so as follows:

The system (5.1)—(5.2) should be transformed into one equation of second
order, i.e.,
¥ — (a+d)x + (ad — bc) = 0.

Fourier, of course, would have transformed the operator to a polynomial,
€2 — (a + d)¢ + (ad — be);

then he would have translated this by the distance © (from (5.18)) , say

(5.22) n=¢&— 0,

and hence obtained
- 02+ (ad —be) =1° — A
with A defined by (5.19).

By the inverse Fourier transformation, 7 is transformed into y, satisfying

j= Ay
and related to « by the transform of (5.22), i.e.,
Yy=x- e 91,

Further, he would have formulated the results of his efforts in the form of
(5.20). For then Sophus Lie could have extracted the matrix

C(t)=0(t)(0(t)E+0(t)(A — OF)),

which is a handy representation of the Lie group of the flow of solutions of (5.1)—
(5.4).
Hence C(t) must satisfy the relation

(5.23) C(t + s) = C(t)C(s)

We know this relation from the theory of Lie groups, but I shall leave the veri-
fication by the elementary trigonometric formulas for addition and their analogues
as an exercise.

Relation to difference equations. If we consider the equation (5.23) for ¢ =
n € N, we may deduce the formula

(5.24) C(n) = C(1)"

proving that the solutions for integral values of the argument satisfies the difference
equation

(5.25) x(n+1) = C(1)x(n)

20



5. Linear differential equations 21

Definition. This fact together with the functional equation (5.23) motivates the
definition of the exponential function of a matrix:

(5.26) C(1) = exp(A)

A system of differential equations allows the derivation of a system of dif-
ference equations with essential the same solutions. Exactly, the solutions to the
latter belongs to the solutions to the former.

Nevertheless, difference equations are in a sense more general, because we
may not take any logarithm to find the matrix A when we know C(1). The
exponential will always have positive determinant, so for the most matrices is it a
fact, that they are not exponential function values of any other matrix.

We shall analyze the stability of the solutions to difference equations in chap-
ter 12. But we shall make an analysis here too, because of the fact that the soluti-
ons to the differential equations only corresponds to a simple part of the solutions
to the difference equations.

Classification. It is obvious from (5.21) that the behavior of the solution vary
with the signs of the trace, 8, and the discriminant, A. The third powerful criteria
is the determinant,

(5.27) D =ad—be.

The three classifiers are related. We may notice, that

(5.28) A=0%-D.

Proof.

—d\? d\?2
A:(“2 ) +bc:(“§ ) Cad+be=0%_D.

The forms of the solutions (5.21) shows, that for A < 0 we see spirals,
outgoing for # > 0 and ingoing for 6 < 0.

If A > 0 we may expect asymptotic behavior. A natural question is, if there
are solutions with trajectories as straight lines, such that the other solutions are
attracted to or repelled from those ?

To show this more clearly, we assume b and ¢ to be fixed. Then we consider
the behavior as dependent of a and d, to be described in an (a,d)—plane. There
are two essentially different pictures, 1) for bc > 0, e.g. b and ¢ both positive, and
2) for be < 0, e.g. b > 0 > c¢. In the diagrams the plane is divided into regions of
similar behavior, which is drawn as examples in an (x1, z3)—plane.

In order to recognize possible straight line attractors we consider the ratio
between the coordinates:

T2

5.29 _ T2
(5.29) r=23

21



22 5. Linear differential equations

If the trajectory is a straight line, it means that this ratio is constant, i.e.

or, equivalently,
(5.30) r=0.

Now, we may find this derivative:

(5.31) ;= mzx;%xle = h(r) = c+ (d — a)r — br?

using (5.1) and (5.2).
Hence for A > 0 we have

d—aj:\/4A_

r=0 <= r= o
20 -
giving two constant solutions.
The solutions must satisfy for b #£ 0
c
oo = ——
* b

so, if b and ¢ have the same sign, then the roots have opposite signs and vice versa.

A solution on one of these lines is easy to find. From (5.1) and (5.29) we get
(5.32) T =az +bazr, = (a+ ba)x;
with solutions

(5.33) x; = Belattt e R.

These exponentials must increase or decline according to the sign of (a+ba).
Le.

a—i—ba:a—i—d_a :t\/Z:CH_d + VA
(5.34) 2 2

-0 + VA.

Hence, they have opposite signs for (using (5.28))
(5.35) 0?’<A < D<O0.

22



5. Linear differential equations

b>0,c>0

T2

T

D <0

>0

<0

Stability of solutions
The trajectories may be found from (5.1) and (5.31) for b # 0 by

T a+br,
(5.36) 513_1 = hr) r

which may be integrated as

(5.37) Infars| = 2 nl(r)| + @/ %

or, equivalently

(5.38) In|cx? + (d — a)z170 — bl = (a + d) / %

23
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24 5. Linear differential equations

X
b>0> d
¢ A <O
D <0
A>0 xs (ﬂ// _ - ©>0
X
K\ X1
77 \\J N —
i) X1
D=0
[0
é ; i) €2
o X
K\ " .
\‘/ ) L1 (_\
D >0 D <0
0<0 A>0

Stability of solutions
The integral depends on the sign of A.
If A > 0 we may write

(5.39)

yielding the integral, cf. chapter 10,

/ _dr = lln
h(r) A

Substitution of (5.39) and (5.40) in (5.38) yields

r—o_

(5.40)

r—aoay

a+bo_

(5.41) |z — a+x1|a+bo‘+ =flres —a_xy

The exponents may be expressed as

a—i—bai:@:l:@

(5.42) 5
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5. Linear differential equations 25

If b,c > 0 we have always A > 0, the two straight line trajectories have slopes of
different signs, and the behavior of the solution depends on the signs of D and ©.

If b > 0 > ¢, the straight line trajectories have slopes of the same sign, both
positive or both negative depending on the sign of a — d. The behavior around
them depends on the signs of D and ©. In this case it is possible to have A < 0,
in which case there are no straight line trajectories. In this case the solutions will
spiral, outwards or inwards depending on the sign of ©.

It is interesting to consider the limitcases between the possible typical beha-
viours. What is the interface between a spiral and a knot, or between an ellipse,
a knot and a saddle? Four of these funny cases are depicted in the figure below.

D=0 A<O
<0 T2 =0 T2
d>a

1
7 \/ 1

A=0 D=0
©<0 T2 =0 T2
d>a =0

d>a /
xq / x1

Limitcases

Summary. The behavior of the solutions changes each time we pass one of the
sets where A = 0, D = 0or ©® = 0. If A > 0, we have two straight lines of
solutions, and if A < 0 the solutions spiral around. If D > 0, the solutions on the
lines run in the same direction in the case of D > 0, and if D < 0 they run in
opposite directions. And if ©® > 0, the solutions are repelled from the origin, and
if © < 0 they are attracted to the origin.
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26 6. Economical examples of differential equations

CHAPTER 6. Economical examples of differential equations

EXAMPLE 1. Taken from [3]. Suppose that the demand, D(t), and the supply,
S(t), both depend on the current price, p(t), but in different ways. The demand
depends directly of the price now,

(6.1) D(t) =a+bp(t)

while the supply is governed by the expected price in the near future
(6.2) p(t) = p(t) +cp'(t).-

Hence the supply depends on the price and its trend

(6.3) S(t) = a1 + b1 p(t) = a1 + by p(t) + b1 cp/ () -

Next, the assumption that the market forces equality between supply and
demand

(6.4) D(t) = S(t)
gives rise to the differential equation for the price,

1

(6.5) p'(t) = po (b—bpt) +a—a).

This equation may be interpreted as follows. The market remains in equili-
brium, if D, S and p are constant over time, and hence the derivative p’(t) = 0. If
this is not the case, the three quantities vary over time, the price solves (6.5) and
hence D(t) = S(t) as these are derived from p(¢) by the use of (6.1) and (6.3).

If this variation over time converges towards the equilibrium value, we shall
call it a stable equilibrium.

From the general theory of differential equations we know that this is the
case iff

b— by

(6.6) o~

<0.

Under normal circumstances we may assume b < 0 and by > 0, so that (6.6)
is fulfilled.

ExaMPLE 2. Taken from [14]. W. Leontief considers the mutual demand and
supply of several goods. Let us consider the output of two goods, X;,7 = 1,2.
Each output requires the input of the goods to a certain extend,

(6.7) X =ain X1+ ainXo + b X1 + binXo + Y.
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6. Economical examples of differential equations 27

The a’s represent the current use of the good, while the b’s represents the future
supply decision in analogy with (6.3). The quantity Y; represents the consume of
the good.

In matrix form the linear differential equation (6.7) looks as
(6.8) X=BYE-AX+Bly.
If we let D be the determinant of B, i.e.
(6.9) D = b11b2g — b12b2s

then the inverse matrix of B is
(6 10) B—l — i b22 _b12
' D\ b1  bn1

To determine the behavior and stability of the solutions to (6.8), we need
the trace and determinant of the matrix

_ 1 b (1 —a ) + biaas —basaia — b12(1 — a22>
6.11) B ' (E—A)=—( * 1
(6:11) ( ) D (_b21(1 —ai1) —biiaar  baraiz + b11(1 — age)

The trace is

1
(6.12) 0 = D (bo2 + b11 — a11baz — ageb11 + bi2ag; + ba1ai2)

and the determinant is

Det = Det(B~(E — A)) = detéi;A) _ 1zan)d _D“”) — e
1 —-06(A) + Det(A)

D

(6.13)
Now we may find the discriminant by the formula (5.28) from chapter 5,
Lo

For a reasonable system we assume that

(6.15) 1-0(A)>0
(6.16) Det(A) >0

while we do no assumptions about the sign of D.

27



28 6. Economical examples of differential equations

The non—diagonal elements are

1

(6.17) b = D (=b12 — bagayz + bizass)
1

(6.18) T = D (=b21 + ba1ays — biras)

both having the opposite sign of D. Hence we know from chapter 5, that A > 0.

We consider the two cases:

1) D < 0. Now “b” and “c¢” are both positive, and the determinant (6.13) is
negative. So, according to the summary of chapter 5, the solutions form a saddle
point of equilibrium.

2) D > 0. Now the two are both negative and the determinant is positive.
Then the equilibrium is a knot. Now, the trace (6.12) is also positive, so the
equilibrium is a repeller.

ExaMPLE 3. Taken from [17]. Y. Shinkai has formulated a two sector growth
model. The labor force, N, grows with a constant rate, n, i.e., it satisfies the
equation

(6.19) N =nN.
The labor force splits into two sectors,
(6.20) N =N;+ Ns.

The capital, K, grows with a rate, K’, proportional to the labor force in the capital
good sector, (no. 1), and as the capital depends on the size of the labor force, i.e.

(621) K= alNl + CLQNQ
we get the equation
(622) alN{+a2Né :K, :le.

Now, the two equations (6.19) and (6.22) form a system of linear differential equ-
ations of the form

629 () -0 G

(6.24) AN =BN <= N =A"'BN.
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6. Economical examples of differential equations 29

Now, we need the three criteria-functions from A~'B. First we find A~!:

(6.25) Ao <_11 _a2>

al — as al
And A7 'B:
(6.26) Alp— 1 menaz o TRas
' a; —as \ —m-+na; na
with the trace
(6.27) g-minlm-aw) _m
a1 — as a; — az
and determinant
(6.28) p=-""_
ap — a9

(The eigenvalues for the matrix are then obviously and n, having the

m
ai—az

right sum and product.)

The discriminant is always positive

(6.29) A=

(@2—41)):1( = —n)2>0.

4 ap — as

NS

If we assume a7 < as, then the determinant a; — as becomes negative. The off
diagonal element, — _‘ZL"; becomes positive, while the other one

ai

(6.30) —mtna
a; — az

becomes positive for na; < m and negative for na; > m. In both cases the
negative determinant and the positive discriminant gives rise to a saddle point of
equilibrium.

The two asymptotes have slopes m;T”;l and —1, the fraction having the sign
of (6.30). The solution is increasing on the first asymptote and decreasing on the

2n 2m

second. The speeds of the solutions will be, respectively, pp— and e
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CHAPTER 7. Homogeneous Autonomous Dynamical Systems

The material in this chapter is taken from [10, 7].

Consider an autonomous dynamic system in the normal (explicit) form
(7.1.1) & =dx/dt = F(x,y), (z,y)<cR?
(7.1.2) = dy/dt = G(z,y), (x,y)€R?

We shall throughout make use of the assumption, that F' and G are homogeneous
functions of the same degree, m € R, with continuous partial derivatives.

Now, introducing the ratio variable
(7.2) r=y/z, x #0
we have from the homogeneity

7.3.1) & =zlx|™TF(1,r), x#0
7.3.2) g = x|lz|™rG(1,r), = #0

or, in simplified notation on the same domain

(7.4.1) & =z|z|™ f(r); x#0
7.4.2) g=alz|"Yg(r); x#0

where

(7.5) fr)=F@r), g(r)=G(,r)

Then the ratio of the individual coordinate solutions,

(7.6) r=p(t) = @2(t)/p1(t)

has the derivative, cf. (7.2), (7.1),

(7.7) ¢ =dr/dt = d(y/z)/dt = (z3) — yi)/z?
= |2|" g (r) = |2l f(r)
= |z~ h(r)

where

(7.) ) = 9(r) — r(r)

The director root set, A, of h(r) =0, (7.8), gives a partition of R = AUCA, i.e.,
(7.9) A={a eR|h(a)=0}; A= AU {£oo}; CA = {a € R|h(a) # 0}
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7. Homogeneous Autonomous Dynamical Systems 31

where A is its closure (in the extended real line, R* = R U {#oco}) and CA its
complement. The complement is open; hence CA is the disjoint union of an at
most countable set of open intervals of R, and each interval may be characterized
as a mazimal interval of CA, or, equivalently, an open interval, Ja, @[C (A, which
has endpoints, o, @ € A.

Definition. The set A gives a division of the punctuated plane, R%\ {(0,0)} into
the rays, Ro = {(z,y)|ly = ax}, for a € A, and the cones, Co 5 = {(z,y)|ax <
y < ax}, where o, € A, |a,ale CA.

Solutions remain on these rays and in these cones.

Definition. On a mazimal interval, Jo, @[C CA, we define a function, H, by
(7.10) dH/dr = H'(r) = f(r) /h(r) , r €]a,a[C CA,

H(r) cannot be extended continuously to points of A.

Lemma 1. Let H(r) be defined on the maximal interval |, @] by (7.10). If f(&@) #
0 (f(a) #0), then H(r) is unbounded in the neighborhood of @ (a). Precisely, if
h(r) and f(@) (f(«)) have the same sign, then H(r) — oo asr — @ («), otherwise
H(r) — —c0 asr — a («).

Proof. Let h(r) > 0 and f(a@) > 0. Then for some rg and all r, 7o < r < @, we
have for some positive constant k,

f(r) k
h(r) ZE—r
Hence,
(7.11) H(T):H(To)+/r%dr>H(r0)+/ralirdr

= H(rg) + klog(a—1rg) —log(ad —r) oo asr — @

The general behavior of the dynamic system (7.1) - apart from boundary ray
behavior, is given by the following theorem.

Theorem 1. For any solution ¢(t) = (¢1(t), ¢2(t)), to (7.1), with initial data
(zo,y0) in a cone, every ratio solution p(t) = ¢o(t)/p1(t), (7.6) must solve the
fundamental autonomous differential equation

(7.12) i =Q(r) = Ko - e DHEO p(p)
with the constant K depending on (xg, o), precisely,
(713) K() = xgn—le—(m—l)H(ro), ro = yo/.’lf().
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32 7. Homogeneous Autonomous Dynamical Systems

The individual coordinate solutions are

(7.14) z = ¢y (t) = ke P®)
(7.15) y = ¢a(t) = p(t)o(t)
where the constant kg is

(7.16) ko = xoe Ho) = Yo/ o-
The trajectory is given implicitly by the equation
(7.17) x = kol W/

Proof. Without loss of generality we may assume zg, yp € Ry. By (7.4.1), we have

(7.18) ifx=am"f(r)
Eliminating 2™~! from (7.18) and (7.7), we get
(7.19) g - "’;L(x

Integration of (7.19) with respect to time gives

o0 e

or equivalently, cf. (7.10

)
o [N

and so

P
h(r) ‘/H”d

(7.22) logx = H(r) + k

where the constant of integration k has to satisfy the initial condition
(7.23) k =logx, — H(rg).

Thus, we can express x as a function of r

(7.25) x = xge  Ho)Hr)

and further

(726) xm—l — xen—le—(m—l)H(ro)e(m—l)H(r)

Substituting this expression for ™! into (7.7) establishes (7.12) and (7.13).

Inserting the ratio solution p(t), obtained from (7.12), (7.13) into (7.25) establishes
(7.14)~(7.16).
Finally, the equation (7.17) follows by substitution of (7.2) in (7.14).
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7. Homogeneous Autonomous Dynamical Systems 33
Corollary 1.1. In a maximal interval, |a, @[, (7.7), any ratio solution p(t) of
(7.12) monotonously increases/decreases towards, respectively, @ and a, according
to the sign of h(r). The trajectories of all solutions ¢(t) in Cy 5 are attracted by
the same boundary ray and repulsed by the other boundary ray.
Proof. 1t is seen by the definition of a maximal interval that the governing func-
tion Q(r), (7.12), cannot change sign in |a, @[. It must remain either positive or
negative and the corollary follows.
For different initial values (z¢,yo), it is clear from (7.12), (7.13) that the
governing function of the ratio solutions are the same function, except for the
value of the positive constant Ky. To compare the set of ratio solutions in |a, @],

we need the following lemma.

Lemma 2. Consider two autonomous differential equations with a positive pro-
portionality factor

(i) @=Qu), (i) ©v=pR(v); >0

Let u(t) and v(t) be, respectively, a solution of (i) and (ii). Then there always
exists a constant T such that u(t) and v(t) are related by

(7.27) v(t) = u(Bt+71)

Proof. The lemma is confirmed most easily by differentiation of the solutions,
(7.27), i.e.,

v = pu(Bt + 1) = BQu(Bt + 7)] = BQ(v).
Corollary 1.2. In |a, @[, any pair of ratio solutions,

(7.28) p1(t) = ¢2(t)/d1(t), pa(t) = a(t) /11 (1)

are related by an affine transformation of the argument

(7.29) p2(t) = pr(Bt+7), B>0.

Proof. Lemma 1 applied to (7.12), (7.13).

On the boundary rays, the solutions of the system (7.1) can be expressed
explicitly.
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34 7. Homogeneous Autonomous Dynamical Systems

Theorem 2. For any solution ¢(t) = (¢1(t), ¢2(t)), to (7.1) with initial data
(x0,y0) # (0,0) on a ray with the slope «, given by h(a) = 0, (7.8), every ratio
solution is the constant solution

(7.30) p(t) = a = yo/o.

The trajectory of any ¢(t) remains on the a—ray, y = ax,

(7.31) P2(t) = agi (1)

where the coordinate solution ¢1(t) may take the forms

(7.32) Case 1. fla)=0: ¢1(t) =0
Case 2. fla)#0, f(a)>0or f(a) <O
(7.33) (i), m =1:¢1(t) grows/declines exponentially
x = ¢1(t) =zgef@?
(7.34) (13), m <1:¢1(t) grows/declines polynomially

(of degree 1/(1-m))
z=¢1(t) =[zg™ + (1 —m) fa)f) /=™
(7.35) (iii), m > 1: ¢1(t) grows/declines explosively
z = ¢1(t) =1/[ag™™ — (m — 1) f(a)t] /"D

Proof. Without loss of generality we may assume zg,yo € Ry. By 7o = yo/x0 = «
and h(a) = 0, equation (7.7) becomes 7 = 0, hence p(t) = constant = ¢o(t)/P1(t),
which with the initial condition give (7.30), (7.31).

Since a solution ¢(t) = (¢1(t), p2(t)) must here always satisfy the differential
equation, 7 = 0, the trajectory of any ¢(¢) must then remain on the (initial) ray
y = ax. Next, we get from (7.4) that

(7.36) Tz =z"f(a).

Case 1, with f(a) =0, gives & = 0, hence (7.32).

In case 2, with f(a) # 0, we see that (7.36) can be solved by separation of
variables

(7.37) /a:_mda: = /f(a)dt
For m =1, (7.37) gives

logx = f(a)t+k, k=1logxg
which establishes (7.33).
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7. Homogeneous Autonomous Dynamical Systems 35

For m # 1, (7.37) gives
(7.38) /(1 —m) = fla)t+k, k=xy""/(1—m)

Thus, (7.38) establishes (7.34), (7.35) for respectively, m < 1 and m > 1. An
explosive solution means that the coordinates become infinite in finite time (the
escape time)

Definition. We shall call the magnitude

(7.39) fl)

the directrix value for the directriz, y = awx.

Example. Although the primary use of theorem 1 was intended for the qualitative
study of homogeneous dynamics, the basic idea of deriving the system solutions
indirectly through the ratio solutions may also be useful as a technical method for
explicitly solving the differential equations.

Obviously, the integral, H(r), cf. (7.11) can seldom be written in closed
form. Nevertheless, our procedure might work successfully in obtaining the explicit
solutions. Consider the simple homogeneous system of degree m = 2, cf. (7.1):

(7.40) T =y,
(7.41) y = 2.

The trajectories in the phase plane are easily, cf. (7.17), derived from, y/& =
dy/dx = y/z, as

(7.42) y? —? =,

i.e. rectangular hyperbolas (¢ # 0, ¢ = 0: two straight lines (nodal rays), y/x =
+1 and the origin. As to the evolution in time and the speed of motion, however,
we need the integral curves. By (7.40)—(7.41), our function h(r) becomes

(7.43) h(r)=g(r) —rf(r)=1—r?
which has the root values, r = £1. Next, we have that

flr)

(7.44) H(r) =305 =10

r# +1.
The integral of (7.44) is easily found to be

(7.45) H(r) = /H’(r)dr — g JT= 12 4k, 144l
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36 7. Homogeneous Autonomous Dynamical Systems

with the constant of integration satisfying the initial condition
(7.46) k= H(ro) +1log/|1 — 12|, 7o # 1.

Hence, the governing function Q(r) of the ratio solutions is, with m = 2, obtained
from (7.12), (7.13), (7.45), as

(7.47) i =Q(r) = zoe Ty, vy £1

— zoelo8 [1-rZ[—k —log VI1=r2|+k (1 _ Tz)

— a0 (11=r2) (1 =) P (1= 1?)
(7.48) = dx0y /|1 —72|V/]1 — 72| = £A/]1— 72|, A>0,
or else

(7.49) r=AvV1—-1r2 r<l1,
(7.50) F= AV —1, r>1.

For (7.49), let the initial values at t = 0 be, (xg,y0) = (1,0), implying ro = 0,
A =1 and thereby

(7.51) r=v1-—-r2 r<l.
which gives the ratio solution
(7.52) p(t) =sin(t), 0<t<m/2.

For (7.50), let the initial values at ¢t = —00 be (T_s0,Y—0o) = (0,1), implying
A = —1, and thereby

(7.53) r=—\Vr2—-1, r>1,
which gives the ratio solution
(7.54) p(t) = cosh(t), t<O0.

The components of the coordinate solution ¢(t) — corresponding to (7.52) and
xo =1, ro = 0 — become cf. (7.14), (7.16), (7.45)

(7.55) $1(t) = moe  H0)HW®) 1

— 1. logV/1-p%(t)
(7.56) = (1-p%t) 2 =1/cost, O<t< g
(7.57) b2 (t) = p(t)é1(t) = sin(t)/ cos(t) = tant, 0<t< ~.

2
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7. Homogeneous Autonomous Dynamical Systems 37

The components of the coordinate solution 1 (t) — corresponding to (7.54) and,
A = —1, become cf. (7.45), (7.55)

(7.58)
P1(t) = zoe'o8 Vrg—le- log\/m, ro > 1,
=z0\/r3 = 1 ()= 1) = \Jg — a3 () —1)
(7.59) =—(p*(t) - 1)_1/2 = —1/sinht, t<0,
(7.60) = a(t) = p(t)11(t) = cosh(t)/(—sinh(t)) = —cotht, t <0

Thus, the explicit coordinate solutions along the trajectories (7.45) with a = 1,
are cf. (7.56)—(7.57), (7.59)—(7.60)

(7.61) é(t) = (1/ cost, tant), 0<t< g
(7.62) ¥(t) = (—1/sinht, —cotht), ¢ <O0.

The complete set of ratio solutions are obtained from (7.49)—(7.50), (7.52)—(7.53),
using corollary 1.2, (7.29), i.e.

(7.63) p(t) = sin( At — ty),
(7.64) p(t) = — cosh(At — ty).

Hence, by (7.63)—(7.64), (7.44), (7.14), (7.16), the complete set of coordinate solu-
tions are given by the family pair

(7.65) o(t) = (A/ cos(At +ty), Atan(At+tp)),
66) Y(t) = (—A/sinh(At +t9), —Acoth(At+ty)),

where B = A = 2|1 — r2|71/2.

It follows from (7.49), (7.42), (7.40) and theorem 4 that the root @ = +1
represent the attractive nodal ray — upon which the coordinate solutions

(7.67) $(t) = [(zg" =) 7" (g ' — 1) 7]

are growing explosively, as f(1) =1 > 0 and m = 2, cf. (7.35).

The integral curves (7.61), (7.62) and the corresponding trajectories (A = 1)
are depicted.
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Trajectories
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7. Homogeneous Autonomous Dynamical Systems 39

Appendix on I’Hospital.

Theorem of I’Hospital. Let f and g be differentiable functions of a real variable
in some interval I =|(,a] with ¢’(x) # 0 for x € I. Suppose lim,_,, f(z) = 0
and lim,_., g(x) = co and that

/
tim L&) _ g
" g(a)
Then we have
tim %) _
" g()

Proof. As ¢'(z) > 0 for some = € I, we have ¢'(x) > 0 for all z € I. Suppose now
k' < k. Then we have )

g'(x)
for = close to a. This means that f/'(z) — k’¢’(z) > 0 such that the function

f(z) — K'g(z) is increasing. For any € > 0 the function eg(xz) — oo for z — «, so
that

f(z) —Kg(x)+eg(r) >0 for z—a

hence, we have

fx) =K g(x) +eg(z) >0

for x close to «, or equivalently

k/ —e< f(x)
9(x)
Similarly is shown that
f( ) < k// + €
9(x)

Hence the theorem follows.
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CHAPTER 8. Stability for Homogeneous Dynamical Systems

The material in this chapter is taken from [10, 7].

We shall consider the behavior of solutions in the neighborhood of an isola-
ted boundary ray with increasing solutions. Such a ray will play the role of an
asymptote for the vicinity solutions.

Theorem 1. Suppose « is an isolated zero for h(r), h, defined by (7.8), decreasing
through «, and that f(a) > 0, f defined by (7.5). Then the solutions around will
satisfy

(8.1) z(r) — oo for r— a.

Proof. According to lemma 1 of Chapter 7we have
(8.2) H(r) — 4oo forr - a—.

By (7.25) we have
z(t) = B - efP®)

from which (8.1) follows.

If the degree of homogeneity is at most one, then this behavior exhibits for
time going to infinity. Precisely we have:

Theorem 2. Suppose « is an isolated zero for h(r), h defined by (7.8), and thus
f(a) > 0, f defined by (7.5). If further m < 1, then the solutions from the cone
below y = ax must satisfy

x(t) — oo for t — oo

p(t) — a fort — oo
with a speed not greater than
pt) <a— K -e Akt

for some fixed K and A depending on the point of start, while k is just an upper
bound for h'(p).

Proof. The solution—ratio p(t) satisfies (7.12):
/) = A . e(m_l)H(p)h(p).

With m < 1 the exponential is limited according to theorem 1. The mean value
theorem says, that

hp) =1 (0) - (p—a) <k-(a—p),
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8. Stability for Homogeneous Dynamical Systems 41

if k is an upper bound for A'.

Hence

and )
P <Ak
a—p
So . .
/ p g/A~k:dt
0o @—p 0
or

—log(a — p) +log(a — p(0)) < A-k-t
From this follows with K = a — p(0) > 0

K
< Akt

Q
i)

or
p(t) < o — Ke AH,

In case of m > 1 it is expected, that
z(t) - o0 and p(t) —a for t—T < oc.
We look at (7.12) again. From (8.2) we have
H(p) > L — Klog(a — p)
and hence

1 (m—1)-K
(m-DH() 5 (m-1)L <_) ,
a—p

Now, suppose that h(p) > (o — p)? for some p > 1. Then (7.1) gives
p=A- e(m—l)H(P)h<p) > A- e(m—l)L . (a . p)p_(m_l)K.

As soon as

p—1
m>1+——
+ K

we must have p(t) — a for t = T < 0.

Remark. The normal case is of course p = 1 reducing the inequality to m > 1.

We shall now discuss the different types of stability of the coordinate solutions
that are associated with the global asymptotic ratio stability conditions.

To start with, we observe a simple fact as stated in Lemma 3.
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42 8. Stability for Homogeneous Dynamical Systems

Lemma 1. The sets of the individual coordinate solutions 1(t) and py(t) to
(7.1) will — under the conditions of global asymptotic ratio stability, h'(«) < 0,
and with a director root o # 0 — always have the same stability properties.

Proof. By theorem 1, we have for all the solutions of (7.12) that p(t) — « for
t — oo. Hence, as t — 00, 1(t) and @s(t) evolve proportionally by (7.6), and the
lemma follows.

Consider any pair of coordinate solutions to (7.1),
(8.3) p(t) = [1(t), p2(t)] and (t) = [¢1(2), P2 (?)]

Theorem 3. The family of coordinate solutions to (7.1) has — with lemma 1
and a negative or zero directrix value, (7.39), — respectively, asymptotic and weak
absolute stability

(8:4) fla) <0:pi(t) =0, bi(t) =0 ast—F <oo, i=1,2
fla) =0 [(t) — pit)] < k < o0, Vi, i=1,2
Proof. By a change of variables, { = % and n = %, the theorem follows from the

corresponding theorem with f(«) > 0 and degree of homogeneity equal to 2 — m.

The actual value of the degree of homogeneity will play a crucial role in
various stability conditions that refer to classification of families of coordinate
solutions which ultimately increase towards infinity.

Theorem 4. The family of non-stationary coordinate solutions to (7.1) has —
with h decreasing through o and a positive directrix value (7.39) and either m < 1
or m = 1 — respectively, strong relative and strong logarithmic stability, i.e.,

(8.6) fla) >0, m=1:logy(t)/logyi(t) = 1ast — o0, =12
fla) >0, m<1:9(t)/pi(t) — 1 ast — oo, 1=1,2

Proof. To prove (8.6-8.7), it suffices to examine two solutions, referred to in (8.3),
a directrix solution ¢(t) of the form (7.33) or (7.34) and a non—directrix solution
¥ (t) of the form (7.14). Furthermore, by lemma 1, it is enough to compare their
first coordinate solutions.

ad m = 1. From (7.33) and (7.14), we have

(8.8)

log1(t)  log(koeP®l)  log |ko| + H|p(t)]
logpi(t)  log(&oef(@t) — log|Zo| + f(a)t
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8. Stability for Homogeneous Dynamical Systems 43

Due to lemma 1 of ch. 7 and theorem 1, the rule of I’'Hospital can be used to
evaluate the limit of (8.8), i.e

(8.9) i l08¥1(t) _ . dloga(t)/dt . H'[p(t)]p(t) _
t—oo log Spl(t) t—00 dlog Qpl(t)/dt t—o0 f(a)
i L@/ Rlp@DRp®)] _ . fle@)] _ fla)
tee fla) t=o0 fla)  fla)

using (7.10), (7.12) and m = 1. Thus, (8.9) establishes the strong logarithmic
stability property of the family of coordinate solutions ¢(t), (8.6).

=1

ad m < 1. From (7.34) and (7.14), we have

(8.10) Y1 (t) _ ke ()] _ koeH ()]
° 1 1
P1(t) (30T (L= m)f(a)t] =7 (1 —m)f(a)(t+t)] T
Due to lemma 1, we may also use the rule of I’Hospital to evaluate the limit of
(8.10). Thus, one gets, cf. (7.10), (7.12)

(8.11)

po i) ) o ke PO p0)]p()
t—oo () t—oo @i(t)  t=oo [(1—m)f(a)(t+to)] ™ f(a)
i koe "I (flp()]/hlp(t)]) ko™ YOI ™ Yhlp(t)] _

t=o0 (1 —m)f(a)(t+to)] T f(a)

lim

koe PN {m]}
= [ =mf @)+ o)™ | L ()
T ko ™ e(1=m) Hlp(b)]
o ] [ )

t=oe L[(1 —m)f(a)] = [ S }

In (8.11), both the numerator (cf. lemma 1 of ch. 7. and theorem 1) and the
denominator of the middle fraction go to infinity for ¢ — oo, so we apply the
I"'Hospital rule once more. Thus, using again (7.10), (7.12), we obtain

(8.12)

o(1—m) H[p(1)]

Jim —m— = lim et HPOI[(1 — m) H'[p(t)]p(t) =
Jim e HPONL —m)(f[p(t)]/hlp(8)]) koe™ PO hlp(t)] =

Jim (1 —m)[ko|™~* flp(t)] = (1 — m) ko™~ f(e)

as the last results follows from the assumption, p(t) — « for t — oo. Finally, the
standard theorem on composite limits is applied to (8.11-8.12), i.e
(8.13)

m

B ot~ [y 0o 7] -
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44 8. Stability for Homogeneous Dynamical Systems

which establishes the strong relative stability property of the family of coordinate
solutions, (8.7).

Theorem 4 is the most general and powerful stability result bringing — in
regard to the values of m — the stability properties for families of increasing (but
non—explosive) solutions to the general homogeneous dynamic system (7.1), under
a simple, all-embracing rule.

However, it is possible — for m =1, m = 0 and m < 0 — to sharpen theorem 4 by
adding a very mild assumptions to the conditions in (8.6.-8.7).

Theorem 5. The family of non-stationary coordinate solutions to (7.1) has —
with h'(a) < 0, a positive directrix value, (7.39), and m = 1 — weak relative
stability, i.e.,

(8.14) fla)>0, m=1, W(a) <0:9;(t)/pi(t) <k <oo, Vt, i=1,2

Proof. From (7.33), (7.14) and lemma 1, we have

H
(8.15) a(t) _ koe™ N ko gy saye
p1(t)  @eel @t 3

We consider the difference
(8.16) x(t) = Hlp(t)] = f(a)t
and next, by (7.10), (7.12), m = 1 and the mean value theorem on f

(8.17)
X(®)| = [H'[p(t)]p(t) — fe)| = |flp)] = fle)| = f'(E)]p(t) — o
< Bilp(t) — o

where the constant By is an upper bound for |f'(r)], i.e., By > f'(£), V&.

By h/(a) < 0 and the mean value theorem on h, there exists a constant
By > 0, being a lower bound for —h/(r) in a neighborhood N(«) of «, such that
for r, £ € N(w),
(8.18) [h(r)] = [W(€)(r — a)| = Ba|r — o
Hence, by (7.12), m =1, r = p(t) and (8.18), we get
(8.19) 1p(8)] = |hlp(®)]] = Balp(t) — «f
Integrating (8.19) by separation of variables yields

(8.20) log |ro — a| —log|p(t) — a| > Bat < |p(t) — a| < |rg — a|e” P2
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8. Stability for Homogeneous Dynamical Systems 45

Substituting (8.20) in (8.17) and integrating gives, cf. (8.16)
(8.21)

¢ t
(O < O)|+ [ Ol < Ho) + By [ fro = ale” Pt
0 0

1— e—BQt:|t
0

:H(T0)+B1|T0—Oé‘ [ B2

< H(To) + B1|T0 — Oé‘/BQ
Finally, by (8.15-8.16) and (8.21), we obtain

(8.22) ¢18 _ o ripn-ser < Ko o +Biro-al/B: _
1 Lo o

which establishes the weak relative stability property (8.14).

Y1 (t)
w1 (t)

Proof. The ratio is limited according to theorem 5. And from (8.16) follows, that
it is monotonic, because

X(t) = f(p(t)) = fla) = %f(”)(a)(p(t) —a)"

does not change sign, provided f is analytic.

Corollary 5. The ratio

converges towards a limit for t — oo.

Theorem 6. The family of non—stationary coordinate solutions to (7.1) has — with
h' () < 0, a positive directrix value (7.39), and the assumption, g'(a) —af'(a) <0
— for m = 0 and m < 0, — weak and strong absolute stability, i.e.,

(8.23)f(a) >0, m =0, h' () <0: [thi(t) — ¢s(t)| < k < o0, Vt, i =1,2
(8.24)f(a) >0, m < 0, h'(a) <0 :;(t) — pi(t) =0 ast — oo, 1 =1,2

Proof. From (7.34), (7.14) and lemma 1, we have

(8.25) Y1 () — 1 (t) = zoe W HE) _[31=m 4 (1 —m) f(a)t] T
And from (7.10) we approximate
(5.26) iy = L0 S

Integrating (8.26) yields

(8.27) H(p) — H(ro) = /p ;JLL;((Z)) ' |pia|dp
B l{'((ij) [log|p —a| —log|ro — af]
_fla), |p—a
B h’(oz)l &l —a
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By (7.12) we have

(8.28) o= xgb—le(m—l)(H(p)—H(ro))h(p>
(m—1)5e
m—1|P & )y
~ h —
e (@)(p— )

Since the ratio solution p(t) have asymptotic stability, our approximation, (8.28),
is useful only for A'(a) < 0.

Integration by separation of variables yields

jp— ol | 1 (1-m) £
(8.29) o) = x5 " |ro — W@ B («)t
(1= m)iry
or, equivalently
p—a |V 1fdem L
(8-30) ol =% (@ " -m)f))’

By (7.14), (8.27) and (8.30), we obtain

(8.31) V1 (t) = zoelP=Ho)
1

(:c(l)_m +(1- m)f(a)t) 1=m

Q

ad m = 0. We have by (8.25), (8.31), m = 0 and together with
tlim p(t) = a due to h'(«r) < 0,

(8:32) Jim [ (8) — 1(8)] = 20 o
which establishes the weak absolute stability property of the coordinate solutions,

(8.23).

ad m < 0. We have by (8.25), (8.31), m < 0 and together with
tlim p(t) = a due to h'(a) < 0,

(8.33) Tim [ (£) — ()] = 0

which establishes the strong absolute stability property of the coordinate solutions,
(8.24).
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CHAPTER 9. Economical examples of differential equations

R. M. Solow [18, 19, 20] refines the model of Shinkai, [17], in the following
way:

We assume the labor force, L, to grow with a rate, n, as in Chapter 12, (25)
(9.1) L'=nlL.
But the capital grows with a speed of
(9.2) K'=G(L,K)

where G is some homogeneous function of L and K of degree 1, but not necessarily
linear.

One assumption due to Solow, is that GG takes the form

=

(9.3) G(L,K)=s(L? +aK?)

with 0 <a,0<p<1,and 0 < s < 1.

Another assumption due to C. W. Cobb and P. H. Douglas, is that G takes
the form

(9.4) G(L,K) = sK*“L'™

for some 0 < s <land 0 < < 1.
Then we define our functions as in Chapter 7, (7.5), (7.6) and (7.8):

K
(9.5) k= T
(9.6) flk)=n
(9.7) g(k) =G(1,k)
(9.8) h(k) = g(k) — nk

In the examples we get for Solow

(9.9) g(k) = s(1 + akP)»
(9.10) h(k) = s(1 + akP)¥ — nk
and for Cobb-Douglas
(9.11) g(k) = sk“
(9.12) h(k) = sk® —nk.

The first question is, whether h has a root? Hence we shall solve for Solow
(9.13) s(1+ akP)v = nk.

47



48 9. Economical examples of differential equations

This equation has a solution, if

(9.14) a< (g)p

and then the solution is

(9.15) ko =

For Cobb—Douglas the solution is

(9.16) ko = (%) -

It is obvious that h is decreasing through ko, because from (9.10) we have
h(0) = s > 0, and from (9.12) we have h(k) = k%(s — nk!=%) > 0 for 0 < k < ky.

In both cases we get
(9.17) flko)=n>0,

and further in case of Solow

1 :
(9.18) B (k) = 5(1 +akP)v ™ apkP~t —n,

and using (9.15) and (9.14) we find

(9.19) B (ko) = asPn'™ —n <0,
while in the case of Cobb—Douglas

(9.20) B (k) = sak®™t —n,
and using (9.16) we find

1,104'(0‘_1)
(9.21) B (ko) = s (%) —n=n(a—1)<0.

Hence we may apply theorem 5 to conclude, that the solutions satisfy the
weak relative stability, (8.14) of Chapter 8.

Even the corollary 5 of Chapter 8 applies, telling that the ratio between two
different solutions for L or K will converge towards a finite non—zero constant.
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CHAPTER 10. The calculus of finite sums and differences

In analogy to the operators of differentiation and integration, we shall intro-
duce the operators of differences and sums. We shall see how far the analogy shall
reach with respect to theorems. The results of this chapter are mainly stolen from
[5], but the terminology is different.

Definition 1. The difference operator, A, is defined by the equation

(10.1) Af(z) = flz+1) = f(z)

This means that a new function, Af, is defined in analogy to the derivative,
Df = f’, of the function, f.

This operator may be iterated, e.g.
(10.2) A?f(z) = A(f(z +1) = f(2) = flz +2) = 2f(z + 1) + f(z).

The difference operator is not in harmony with the powers as the derivative
is. E.g.

(10.3) Az =(z+1)3 -2 =322 +3z+1.

Rather than using the powers or monomials as the bases for the space of
polynomials, we shall introduce the (descending) factorials, [z], = z(x—1) - (z—
n 4+ 1), with n factors. It is convenient to define them for negative length as well.

Definition 2. The descending factorial of length n € Z is

r n—1
(x —7) neN
§=0
(10.0) =4 1 =0
= , —n €N
\ ]:1x+‘7

The factorials [z],, for n € Ny constitute a base for the polynomials.

There are a series of rules of calculation for the factorials. The most impor-
tant are

(10.5) (2] = [~ + (0 — D}a(=1)"
(10.6) ] = [@]m]z — m]pn—m
(10.7) [z]n = 1/[z —n]-n

(10.8) [z]n =[x — 1], + n[x — 1|1
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50 10. The calculus of finite sums and differences

Together with the difference operator it obeys
(10.9) Alz], = nlz]p—1.

To show (10.9), use (10.8) on [z + 1],, and (10.1).

Rather than defining a sum by addition we shall define an indefinite sum or
anti—difference in analogy to the indefinite integral or anti-derivative in ordinary
calculus.

Definition 3.

(10.10) g(z) = Af(x) & f(x) =) g(x)dx.

REMARK. If g is given, f(z) is only uniquely determined up to a periodic function
C(x) with period 1. But if g(z) is a polynomial, then f(x) is uniquely determi-
ned as a polynomial up to a constant, because the constant is the only periodic
polynomial.

The definite sum shall be
Definition 4. For b — a € Ny we define

ZZQ(:C)(M: = f(b) — f(a), where

(10.11)
fle) =) g(x)sz.

REMARK. This definition is unique, because it is independent of the periodic
function C(x).

Now, this sum may be computed by some additions in analogy to the deter-
mination of the definite integral as some area.

Theorem 1. The definite sum is

(10.12) S gla)on = S (k).

Proof. Induction after b — a. For b — a = 0 we have

S ge)or = fla) ~ fla) =0="3" g(h).

k=a

For b — a = 1 we have
S g@)da = fla+1) - fla) = Afla) = gla) = 3 g(k).
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10. The calculus of finite sums and differences 51

The general step is

ZZH g(z)dx = Z x)ox + ZbH =
Z g(k Z g(k).

EXAMPLE: Use (10.10) on (10.9):

Then (10.12) and (10.11) yield

m—1
[m]n — [0],, = ZO n[z]n_16z =n
k::O
Or, rather
“ ]n—i—l
10.1 7.
(10.13) Z n—|—1

k=0
For n =1 we have

“ C[m+1e - m(m+1)
Zk_ = = 9

and as we may write k? = [k]g + [k]1, we deduce

ZkQ =Y 2+ [k =
k=0 k=0 k=0
[m + 1] [m+1]p
y 3 : 2 _
2(m — 1)[m + 1]2 + 3[m + 1]2 _
6
m(m+1)(2m + 1)
G .
ANOTHER EXAMPLE: Let x € Z, then we define
. [a]x
f(:l)) - [b]x—l .
Now ]
So that
— laly _ ttfale o [a]n+1 [a]m
01 Y T BT (o)

In order to establish the analogy to the integration by parts we shall need the
trivial operation of a shift.
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52 10. The calculus of finite sums and differences

Definition 5. The shift operator, F, is defined by
(10.15) Ef(x)=f(x+1)=Af(x)+ f(z).
This allows a simple formulation of the difference of a product.
Theorem 2. For any functions u(x) and v(x) we have
(10.16) A(uwv) =uAv + Ev Au
or, symmetric in v and v

(10.17) A(uv) = uAv+vAu+ AuAv.

Proof. Obvious.

Now we are able to state the Abelian summation formulas:

Theorem 3. For any functions u and v we have

(10.18) Z u(z)Av(x)dz = u(z)v(z) — Z Ev(z)Au(x)dx

and

(10.19) ZZ u(x)Av(z)dz = u(b)v(b) — u(a)v(a) — ZZ v(r 4+ 1)Au(z)dx .

Proof. Follows immediately from (10.16).
EXAMPLE: A2% = 221 — 2% = 27(2 — 1) = 2%, Hence
Zx2wéx = 22" — Z 2" Az
= 22" — Z 275y
= 2% — 27!

such that — using (10.12) and (10.11) —
» k2b = (n4+1)2m T —2m T2 42 = (n—1)2" 42
k=0

or "
> k2b = (n—1)2n
k=2

In the formula (10.13) we have assumed n # —1. In analogy to the natural
logarithms we introduce harmonic numbers as partial sums of the harmonic series.
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10. The calculus of finite sums and differences 53

Definition 6. The harmonic number H, is for x € N

= 1
10.20 H,=Y —.
(10.20) ; -
Then we have AH, w+1 = [z]_1, such that
b
(10.21) > [z]-16z = H, — H, .

EXAMPLE: From (10.9) with n = 2 we get

ZxH ox Z%éx

by using (10.6). Furthermore,

so we obtain

> wHybw = i[x]g(QHm —1).

The most important rule from differential calculus, the rule of substitution,
does not carry over. Unless f(z) or g(x) are linear, the function

(10.22) Af(g(x)) = flg(z +1)) = flg(x))

is not related to neither A f nor Ag. Hence non-linear difference equations are in
general much harder to solve than the corresponding differential equations.

The simplest difference equations are solved similarly to the corresponding
differential equations. We may introduce an exponential function, f(x) = ¢* for
¢ # 1, and remark that

(10.23) Af(x) ="t =" = (c—1)c"
Hence, the difference equation for a # 0

(10.24) Af(z)=a- f(z)

has the solutions with C' arbitrary

(10.25) flz)=C-(14+a)".
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54 11. Linear difference equations

CHAPTER 11. Linear difference equations

The treatment of this subject is mainly taken from [5].

A linear difference equation with unknown solution f(x) and known data
g(x) is often given in the form

(11.1) fa+1) - af(z) = g(x)
rather than in the difference operator form
(11.2) Af(x) = (a=1)f(z) = g(x).
We have seen that the corresponding homogeneous equations
(11.3) fle4+1)—af(x)=0
has the general solution

(11.4) flx)=Fk-a".

To solve (11.1) or (11.2) we apply the same method, to guess a function of
the form

(11.5) f(z) = p(x)a®

and then look for restrictions on the function ¢ (x). Substitution of (11.5) in (11.2)
gives the equation

A(pa®) — (a = 1)pa” = g(z) .

Now we apply straightforward computation to get

(11.6) (Aa")p + (Ea®)Ap — (Aa")p = g(x)

Ap=a"1""g(x),

from which by (11.10) we get ¢(x)
(11.7) p(x) = Za‘m_lg(x)éx
and finally
(11.8) f(x) =a"p(x) =a” Z a " tg(x)ox.
ExAMPLE 1. The equation
flx+1)=2f(x) =2"
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11. Linear difference equations 55
has a = 2 and g(x) = 2%, so
1
=27Y 27T719%65, =27 _fx =
) =2 Y taroe = 2 Y L
=2z 4+ k).
ExAMPLE 2. The equation

flz+1) = 2f(z) = 2%2°

has @ = 2 and g(x) = 2%23, so by the definition of the Bernoulli polynomials,
(18.11), and their table, (18.20), we get

1
_ oz —xz—1ox .3 _ oz 3 _
f(x) =2 E 2 2:}0593—255 x20x =

- 236_1% =2"7% (By(z) — By) =

=973 (334 — 223 + 332) )

Suppose a first order difference operator, A;, has the form

(11.9) Aif(x) = flz+1) —aif(z).
If we iterate two operators of the form (11.9), we get
(11.10) A f (@) = F(0+2) = (i + ;) f (@ +1) + s £ (@)

Given a second order operator, B

(11.11) Bf(x)=f(x+2)—af(x+1)+bf(x)
we may find B as a composite
(11.12) B=A,A,

with A; defined by (11.9) and aq, as roots in the polynomial

(11.13) & —a+b.

Theorem 1. A linear operator, B, of the form

(11.14) Bf(z)=f(x+n)+apa1flx+n—1)+---+apf(x)
can be written as the composition of n operators of first order,
(11.15) B=AAy... A,

with A; defined by (11.9) and v, . .., , the roots of the polynomial
(11.16) p&)=€"+an, 1"+ +ao.

Proof. The fundamental theorem of algebra.

55



56 11. Linear difference equations

Definition 1. The polynomial (11.16) is called the characteristic polynomial of
the operator (11.14).

APPLICATION. An equation in f for given g

(11.17) Bf(z)=g(z)

is solved by repeated application of (11.8), i.e.

(11.18) f(x)=af Z ;" tag Z oy "t Z o, " g(x)ox.

ExaMPLE. Consider the pattern in Figure 1.

AVAVAN
AVAVAVAN
LN/
AVAVAVAVAVAN

Figure 1

This problem is taken from [13]. We may ask how many triangles there are
in this figure ? To simplify matters we shall restrict ourselves to triangles, which
are right-way-up, and to compensate for this simplification we shall ask for the
formula for f(n), the number of triangles in a triangle of size n. Then we have

f(1)y=1, f(2) =4, etc.

FIRST SOLUTION. We ask for a function, g(n), such that
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Figure 2

We take a look at figure 2, and decide that Af(n) counts exactly those
triangles which have their basis on the basis of the big triangle. And their number
is the number of points in the big triangle of size n, i.e.

g(n)zik: (";2)

Hence f(n) => g(n)on => %ML = % +c¢. Since f(1) =1, we find ¢ = 0,
such that

f(n):[mz]g,:(n;z)

SECOND SOLUTION. We ask for an operator, B, such that for some constant, k,

Bf(n)=k.
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58 11. Linear difference equations

[/ AN

Figure 3

~ We take a look at figure 3. The triangle, T},, of size n, contains three triangles,
T? ., of size n — 1. The intersections of two of these is a triangle of size n —

2, T:f_ s =T: 1N Tg_l. There are three such intersections, and the intersection
of all six triangles is a triangle of size n — 3, T;,_3. Their relations are illustrated
in diagram 1.

Diagram 1.

The function f(n) must satisfy the difference equation
(11.19) fn)=143f(n—1)—3f(n—2)+ f(n—3).

The interpretation is as follows: We count the big triangle T}, only in f(n). The
rest of the triangles counted in f(n) will appear in at least one of the triangles
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11. Linear difference equations 59

T? . A triangle in T! _, NT?_,, is counted at least twice. Hence we subtract the
number of triangles in T ,. Now, in the counting 3f(n — 1) — 3f(n — 2) we have
counted every triangle in T,,_3, 3 — 3 = 0 times. Therefore we must add f(n — 3)
to get the result correct.

So, with the operator
(11.20) Bf(z) = f(z+3)=3f(x+2)+3f(x+1) — f(z)
we must solve the difference equation equivalent to (11.19)
(11.21) Bf(x)=1.
The characteristic polynomial for B is
(11.22) p(€) =€ -3 +3¢ - 1=(¢-1)°
hence, the operator may be written as
(11.23) B = A3
and the difference equation (11.21) is
(11.24) A3f(z)=1.

The solution, (11.18), is

f(x) = ZZZM: = ZZ(JC—I— k1)dx
(11.25) = Z(% + k1w + o)z

x x
:%—}—kl%—i—kzl’—f—lﬁ-
From f(0) = 0, f(1) = 1 and f(2) = 4 we get k3 = 0, ks = 1 and k; = 2.
Consequently, the solution is

2 2
(11.26) fa)= B8 g, o B2 ()
6 6 3
Theorem 2. The homogeneous difference equation
(11.27) flz+n)+an_1flr+n—-1)4+---+agf(z)=0

with characteristic polynomial
(11.28) p(6) =€" +an_ 16"+ +ag
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60 11. Linear difference equations

and eigenvalues aq, . .., a,, such that
(11.29) P(E) = (€ — )" .. (€ — )"
has the complete solution
(11.30) fx) =Y pi(x)ad
j=1

where p;(x) is any polynomial of degree v; — 1 and c an arbitrary constant.
Proof by induction after n. For n =1 (11.30) follows from (11.4).
Suppose the theorem is true, and that we shall prove it for (£ — a)p(¢). This
means that we shall solve the difference equation
ABf(x)=0
where Af(z) = f(x+1)—af(z) and B is the operator in (11.27). Now, AB = BA,
so we must solve
B(Af(z)) =0
or .
Af(x) = Z pj(z)aj .
j=1
Because f(z) is uniquely determined up to a solution to the homogeneous equation,

Af(x) = 0, i.e. a function of the form ka®, it is enough to solve each of the
equations

for k=0,1,...,v; — 1.
We treat the two cases: 1) a =« 2) o # a;.
1). By (11.8) we have

f)=a" )y o™ Malpar = a* 'Y [2]kdr = " [lf]fll

which is af function of the right form.

2). We use induction after k. Try with f(z) = [z]xaj. Then by (1.8) we get
Af(x) =[xz + 1]k04;”+1 — afz]raf =
= ([z]x + k[z]r—1)aja] — afz]pa] =
= (o — a)[x]kozf + ko [x]k_lozf

so that
1

Oéj—Oé

(2]

reduces the problem to k£ — 1, and solves the problem for k£ = 0.

Theorem 2 allows the solution of (11.17) by guesssing. It is sometimes pos-
sible to guess just one solution to (11.17). Then the complete solution is obtained
by adding the set of solutions to (11.27).
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12. Systems of linear difference equations 61

CHAPTER 12. Systems of linear difference equations

A system of n first order difference equations in the n unknown functions
f1,-.., fn, consists of n equations

iz +1) =ai fi(z) + -+ anfo(r) + g1(2)
(12.1) :
fn(x + 1) = anlfl(x) +oeee annfn(x) + gn(x)

where the functions g1, ..., g, are given. Of course, this equation is equivalent to
the vector equation

(12.2) fla+1)=Af(x) + g(x)
with A an n X n-matrix and f, g vector valued functions of z.

A SIMPLE EXAMPLE. Let f satisfy an n’th order equation

(12.3) flx+n)=a1f(x+n—-1)+ -+ a,f(x).
If we define

(12.4) filx) = flx+i—1) i=1,...,n
then the vector function (f1,..., f,,) satisfies the system

fi(z+1) = fa(z)

(12.5) :
fn1(@+1) = fn(x)
fn(x + 1) = anfl(x) + -+ alfn(x) )

or, in matrix form

0 1 0 0
0 0 1 -0

(12.6) fr+1)=| . f(z).
Qp  Op_1 agq

The solution to (12.2) takes two steps. For g(x) = 0, the homogeneous
equation

(12.7) flz+1)=Af(z)
has the general solution
(12.8) f(x)=A" -k
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62 12. Systems of linear difference equations

with & an arbitrary constant vector. To solve (12.2) we try with an arbitrary
vector valued function ¢(z)

(12.9) flz) = A%p(x)
which must satisfy (12.2), i.e.
A" p(z + 1) — AATp(z) = g(2)
or, if A is regular,
p(z+1) — o) = A= 1g(z)
with solution
p(z) =Y A" g(x)bx

to be substituted in (12.9) to give
(12.10) fla)=A">" A" lg(z)sz.

We might enjoy other methods to find the inconvenient solution, A”, to
(12.7). In fact, we may apply the transfer to a higher order system. In order to
do so we need to remember a small, but beautifyl piece of linear algebra.

Let A be any n x n-matrix, A = (a;;). Then the determinant may be
computed by the development after a column or row, e.g.,

det A =" a;;(—1)"*7 det A7)
=1

where A7) is the (i, j)-th complement, i.e., the matrix obtained by omitting the
i—th row and the j—th column from the matrix, A. This means, that if we define
a matrix, B = (b;i), as

bjr = (—1)F+7 det A9

then we have traced the inverse of the matrix, A, provided it exists. At least we
may write

Z aijbjk = d;pdet A
=1

or, in matrix form,
(12.11) AB = (det A)E

We have derived the values in the diagonal above, but the zeros are coming from
the fact, that if 7 # k then it corresponds to the replacement of the k—th row with
the i—th row, in which case the matrix becomes singular and the determinant zero.

(In the case of a regular matrix A, we have derived the inverse by dividing
by det A.)

In the formula (12.11) we shall enjoy that the elements of the matrix, B, are
obtained as products of the elements from A.

Now we are able to state and prove
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12. Systems of linear difference equations 63

The Cayley—Hamilton theorem. If
p(&) =det (EE = A) =" +ap 1" + -+ ag
is the characteristic polynomial for the matrix A, then the matrix p (A) satisfies

p(A)=A"4+a, 1 A"+ 4 aE =0

Proof. We shall apply (12.11) to the matrix AE — A to get
(12.12) p(AM)E = (AE — A) B(\)

where B(X) = (b;;(\)) is a matrix of polynomials in A, defined as the (j,4)-th
complement of the matrix A\ — A. Hence we may write

B(\) = NIB,_1+---+ AB, + By

as a polynomial in A with coefficients which are matrices independent of \.

For any k£ > 1 we may write
AP —NE=(A-XE) (A" '+ 24F 2+ 4 NTLE)

Hence we can write

(12.13)
p(A) —pNE=A" = N"E+a,_1 (A" "= XN"'E) 4+ 4 a; (A" = \'E)
=(A=AE)C(\) = (A= AE) A" "E4+ A" 2Cp_a + -+ (o)

where C'()) is a polynomial in A with coefficients which are matrices independent
of \.

Adding (12.12) and (12.13) we get

p(A) = (A= AE)(C(A) = B(Y)
= (A= XE) X" (E—By_1)+ -+ A(C1 — B1) + Cy — By)
= A (Cp = Br) + X (C -

where k is the degree of the second factor to the right.

But this polynomial in A can only be constant, i.e., independent of A, if the
second factor is zero. But in that case it is all zero, or p (4) = 0.
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64 12. Systems of linear difference equations
Theorem 1. Let p4(§) be the characteristic polynomial for A,
pa(€) =€" + " 4ty
Then each component fi(z),..., fn(x) of the solution f(x) to (12.7) satisfies

(12.14) filx+n)+arfilzr+n—-1)4+ -4+ a,fi(x) =0.

Proof. The Cayley-Hamilton theorem states that
pa(A)=A"+ A" P+ 4, E=0.
Hence
A" f(x) + o A" () + - Fanf(z) =0,

or
fle+n)+arflex+n—1)4+ -+ a,f(x)=0

by (12.7). This gives (12.14).

The conclusion is that in principle systems and higher order equations are

essentially the same.

If we solve (12.14) and find solutions h;(x), then this function does not
immediately give a solution (12.10). But it may be convenient, if we are able
to guess a solution to (12.2), because all other solutions must differ from this with

a solution to (12.7).
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CHAPTER 13. Stability for linear difference equations

One of the main questions is how will different solutions to (5.1) differ in the
long run ?

As the difference between two solutions to (5.1) is a solution to (5.7), we are
concerned with the general problem, will solutions to (5.7) vanish, stay bounded
or diverge unbounded for x — oo ?

Theorem 1 of Ch. 12 tells us that we shall apply the roots of the characteristic
polynomial of A, also called the eigenvalues of A. The eigenvalues are the clues to
the stability.

Theorem 1. The solutions will all vanish if and only if each eigenvalue, o, satisfies
|a| < 1. If one eigenvalue, «, satisfies || > 1, there is a solution, which diverges
unbounded.

Proof. For each eigenvalue, a, o® is a solution to (12.7), so for |a| > 1 it diverges.

The general solution (10.30) is

f(x) =3 pjlx)as
J
these functions approach zero for x — oo, if and only if |a;| < 1.

REMARK. If the eigenvalues o with || = 1 all have multiplicity 1 and all ei-
genvalues satisfy |a| < 1, then the solutions remain bounded, but if there is one
eigenvalue, «, with |« = 1 and multiplicity at least 2, then there is a solution
diverging towards infinity.

ExXAMPLE 1. For which coefficients a,b € R will the solutions to the second order
equation

(13.1) flz+2)+af(z+1)+bf(z)=0

approach zero for x — oo ?

The characteristic equation is
(13.2) £ +al+b=0.
Now, if the discriminant
(13.3) A=a®—4b

is negative, the roots are A, A, such that for each root, |\|2 = A X = b. Hence, it is
necessary and sufficient, that [b] < 1 or b < 1. Otherwise, the roots are

« _—a:l:\/z
ﬂ}_f'
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66 13. Stability for linear difference equations

The conditions are then .
—1§—9i5¢Z§1

2
or
a—2< +VA<a+2
or
a> —4b<a® + 4a+4
or
la] <1+b
b
Oscillations
(=2,1) (2,1)
Stability
Monotony
a
Oscillations
(07 _1)

The triangle of stability

The stable area is a triangle in the (a, b)—plane, characterized by the inequa-
lities

(13.5) la| —1<b<1.

The discriminant (13.3) changes sign on a parabola, which means that the
solutions are oscillating above this parabola. Below it they are either monotonic
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13. Stability for linear difference equations 67

or alternating, depending on whether both of the roots are positive or not. If both
roots are positive, so are their sum, —a, and their product, b. Hence the solutions
behave monotonic, iff

(13.6) a<0<b< (g)Q

ExamMPLE 2. For which coefficients a, b, ¢, d € R will the solutions to a system of
two equations,

file +1) = afi(z) + bfa(z)

(13.7) folz + 1) = cfi(z) + dfs(2)

be stable?
The characteristic equation is

(13.8) 2 —-206+D=0

where © and D are respectively the half trace,

d
(13.9) o-2"
2
and the determinant,
(13.10) D =ad—bc.

In order to recognize the possible complex solutions to (13.8), we shall define
the discriminant to observe its sign,

(13.11) A=6%*-D

So, the stability of the system requires from (13.5)

(13.12) 20| -1<D<1
or
(13.13) la+d —1<ad—bc<1.

while the solutions are monotonic, according to (13.6), iff

(13.14) —20<0< D <6e?
or

2
(13.15) —a—dﬁOSad—bcﬁ(a;d)
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68 13. Stability for linear difference equations

Monotony

Monotony domain for 1 < be outside arc

The inequalities (13.13) and (13.15) are slightly inconvenient. For be fixed,
we may describe the stable area in the (a, d)-plane. We may rewrite (13.13) for
a+d>0as(a—1)(d—1) > bcand ad < 1+ bc, giving the stable area on the right
side of some hyperbolas depending on the sign and size of bc. Further, we may

rewrite (13.15) as a+d > 0, be < ad and —be < (agd)2, giving the monotonic area
on the upper—right side of the main diagonal, on the right side of some hyperbolas
depending on the sign and size of bc and on the outside of a pair of straight lines

in the case of be < 0.

The figures depend on the size of be. If be > 1, then there is no stable area,
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13. Stability for linear difference equations 69

and the monotonic area appears outside one single branch of a hyperbola.

But for 0 < bc < 1 the stable area lies between two hyperbolas. In this case
the monotonic area appears outside one single branch of a hyperbola too. For
0<bec< i the two do not intersect, but for % < be < 1 they do.

d
Monotony

\\\\

tability

Stability & monotony domains for 0 < be < % between arcs

If —1 < be < 0 the stability appears inside a hexagon with sides of six hyper-
bolas. In this case oscillating solutions appear in a stripe between the dotted lines
on the figure, corresponding to the inequality A < 0. The monotonic area divides
in two symmetric parts, both between the dotted lines and two half branches of
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70 13. Stability for linear difference equations

one hyperbola.

Oscillations

Stability Monotony

a

Stability & monotony domains for —1 < be < 0 between arcs and lines

When bc < —1, the area of stability divides in two symmetric parts, each a
triangles of hyperbolas. The solutions will still be oscillating between the dotted
lines on the figure. The monotonic area divides in two symmetric parts, both
betwwen the dotted lines and two half branches of one hyperbola.

In the case of a system of two equations, we may also consider the question
of stability of the ratio—solutions. It means that for a couple of solutions to (13.7)
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13. Stability for linear difference equations 71

we shall study the behavior of the ratio,

f2(n)
(13.16) T 1 (n)
We ask, if there are solutions, such that the ratio remains constant, i.e., solutions
remaining on a straight line or ray. A possible ray is characterized by the ratio
being constant

This means that r,.1 = r,, but we may compute 7,41 by means of r,

. fa(n+1)  cfi(n) +df2(n)  c+dry,
T A (n+1) T afi(n) +bfa(n)  a+bry
which is equal to r,, if and only if

(13.19) —brl4+(d—a)r,+c=0

in which case, the constant value becomes

1 ({d—a d—a\?’ 1/d—a
(13200 rp=o0x=3|— i\/( 5 ) + be _3( 5 i\/Z)

(13.18)

Oscillations
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72 13. Stability for linear difference equations

Stability and monotony domains for bc < —1 between arcs and lines

The question, what the solutions look like on the rays is also easy to answer,
from (13.7) we get

(13.21) fi(n+1) = (a+bay) fi(n) = (“‘gd i\/Z) fi(n) = (@iﬂ) fi(n)

with the solutions

(13.22) fi(n) = A" f1(0) for A = Ay

(13.23) fa(n) = aA™ f2(0) for @ and A corresponding.
with

(13.24) Ar =0+ VA

Following [3] we substitute s,, = a + br,, in (13.18) and obtain the simple
form

(13.25)
c+dry, c+d (L (sp —a)
sn+1=a+brn+1:a+ba+brn:CH_b (bgn ):
_gqe-adtds, o ad-be o D
Sn Sn Sn

where we have used the notation from (13.9-13.10). The ratio—solution r, is an
affine transformation of the sequence s,,, which is obtained from the iteration of
the function

(13.26) y=ra)=20-2

The natural questions are, if there are fixpoints, and eventually, will the derivative
in some of them be numerically less than one?

A fixpoint is a solution to the equation
(13.27) 2?20z +D =0

with discriminant ©2 — D = A using (13.11). So, the condition for fixpoints is the
usual, A > 0. Suppose this is the case.

Then the roots are as usual Ap = © + /A cf. (13.24).

72



13. Stability for linear difference equations 73

A>0 Y
D >0
>0
51
20
S92 .
Ay
A
X
S0

Attraction of the ratios by iteration of y = 20 — %
The derivative of the hyperbola is
~dy D

(13.28) )= ==

Hence the derivatives in the fixpoints are

(13.20) Fio) = 53 = <®@H§)2 - o592

with product equal to 1. So, one is smaller than one, the other is bigger. Hence
one is an attractor, the other is a repeller. Which one is which depends simply on
the signs of D and ©.

In the case of A > 0 and D > 0 there are two positive fixpoints, and if
further ® > 0, the bigger fixpoint is the attractor.

In the case of D < 0, we must have A > 0, and the two fixpoints have
different signs. If further ©® > 0, the bigger fixpoint is the attractor.
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D <0 Y
0 >0

S1

S0

Attraction of the ratios by iteration of y = 20 — %

With the discriminant, A < 0, the equation (13.19) has no solutions, there
are no fixpoints, and we have no lines available. But we shall nevertheless be able
to solve the equations.

From chapter 5, theorem 1, we obtain
(13.30) filn+2)—(a+d)fi(n+ 1)+ (ad — be) fi(n) =0
equivalent to the equation (using (13.9-13.10))
(13.31) filn+2)—-20fi(n+1)+ Dfi(n)=0
In this equation we shall substitute
(13.32) f1(n) = (VD) &
What is allowed, because from (13.11) we know that
(13.33) A<0=0<6?<D
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13. Stability for linear difference equations 75

From (13.31) we get

(13.34) (vD) e 20 (JE)”+1 éut1 + (VD) e 0
or rather,
(13.35) 13 —215 +&,=0

. n+2 \/E n+1 n —

From (13.33) we get

1er
vD

Let ¢ and 3 be disposable. We shall define

(13.36) <1

(13.37) &n = sin(no + ()
Then we have the following easy computation:

(13.38)
Ent2 + & = sin(ng + B + 2¢) + sin(ng + )
= sin(n¢ + () cos(2¢) + cos(ng + () sin(2¢) + sin(ne + )
= sin(n¢ + B) (2 cos’p—1+ 1) + 2sin ¢ cos ¢ cos(ng + ()
= 2cos ¢ (cos(ng + B) sin ¢ + sin(ne + (3) cos @)
=2cos¢sin((n+1)¢ + ()
=2c08¢ &nia

hence, &, defined by (13.37) solves (13.35) if and only if

(13.39) cos ¢ = O

VD

and this equation has always infinitely many solutions, ¢, due to (13.36).
With this choice of ¢, we get the solutions from (13.32),

(13.40) fi(n) = (VD) (v1 cos(ng) + ws sin(ng))
(13.41) fo(n) = (VD) (03 cos(ng) + wa sin(ng))
Now, choosing n = 0 we get

f1(0) = w1

f2(0) = vy
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or

V1 =2
(13.42)
Vo =

and with the remark that

/ ©?2 D —0©62 vV—A
o o2 b — B =
sing = £4/1 —cos? ¢ = 4/ 1 D + ) + Nis)

we get from (13.40-13.41) with n =1

(13.43) (Zg) ziJ%—A(A—@E) (zg)

Substitution of (13.42-13.43) in (13.40-13.41) yields

(13.44) (fl(”>) —(vD)' (Cos(nqb)Ej: sin(ng) @E>) <f1(0>)

f2(n) V—-A f2(0)

This explicit solution proves that the question of stability for these solutions
is equivalent to the question of the size of D. The solutions shall go to zero if and
only if D < 1. This corresponds to the conclusion (13.12) above.

In the case of A > 0 we shall try to find the solutions similarly.

Let us define the difference operator,
(13.45) Aoxy = Tpy1 — Oxy,

For a given value of the discriminant, A, we consider the second order equation,
with initial conditions:

(13.46) AL6, = Ad,
(13.47) So=0 ; Agd=1

The solution must be

2VA

(OHVA)"—(O=VA)" A S
(13.48) 5o = { o
nO"—1 for A =0

Hence we get

(13.49)

(0+VA)"+(0-VA)"
Aod, = 5 for A >0
om for A=0
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13. Stability for linear difference equations 77

The system (13.7) is written

man(G0I0)=A(5m)  (R0)- ()

and then transformed to

man 2o (G) —a-em (200) (50)- ()

but here the matrix A — OFE has trace zero, so by iterating (13.51) we obtain

v s () masemr (7)) =ae (40)

The equations splits in two of form (13.46) and may therefore be solved by
(13.48-13.49), i.e.

13.53 = Agd, vV + 0, W =
aasm () = 1a0)) = e
20
Trying n = 0 we see that v = (yo)’ and letting then n = 1, we see, that

0

w = (A — OE) (zo ) Hence, (13.53) can be written precisely as
filn)\ _ B 0 )
(13.54) (fg(?’b)) = (A0, E+6, (A — OE)) (yo

From (13.44) we get the idea, to be applied only when D > 0, to try to write

n orva\" _ [(e—vAE\"
(13.55) 5n{<\/5) %z(m)g(m) for A >0
n@n_1:@n‘% for A=0

In the case of A > 0 we have obtained that the product

O+VA 0 -VA_©-A .
NN D

according to (13.11).

This means that if we furthermore assume that © > 0, we may introduce

(13.56) a = log (%)
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and obtain the formula for 6,

(@)n ﬁw = elogzD"ﬁ sinh(an) for A >0

(1357) 571: n log D
@n.%:<@) o P for A =0

Now in the case of A > 0 we may rewrite (13.54) in a convenient form, as

(13.58) <£gzg> —e 5 (cosh(om)E + % (A — @E)) <§2)

In the case of A = 0 we may write

s ()-8 )
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14. The generalized logarithm of a matrix 79

CHAPTER 14. The generalized logarithm of a matrix

In chapter 13 we found the solutions to the difference equations (13.7) on the
forms (13.44) and (13.54), the last to be rewritten for D > 0, © > 0 and A > 0 in
the forms (13.58-59).

These last forms, (13.44) and (13.58-59), allowed immediatly for a contin-
ously differentiable interpolation of the solutions to the difference equation. The
question to be asked is, do these interpolating functions satisfy some differential
equations of the form (5.1)7

If we rewrite the equations in the forms

(14.1) Tptl = axp + byn zo = 2

(14.2) Ynt+1 = CTpn + dyn yo = y°

we may rewrite the solution (13.44) as

() - o 252 o) ()

reminding us of the solution (5.20) to some differential equation.

Now, the matrix A — OFE has trace zero and discriminant equal to A. Hence

2
the discriminant of \/f_A (A — ©E) becomes equal to <%> A = —¢?, as wan-
ted.

Now it is quite easy to write down a useful matrix, we just have to correct
the trace. It becomes

La—d_}_ log D b

(14.4) V=A 2 2 V—A
Pc ¢ d—a + log D
V& V& z T3

This matrix represent in a sense the logarithm of the matrix A, and if we take the
exponential of it, as defined by (5.26), we obtain A.

Similarly, (13.58) may be rewritten as

(14.5) (i:)::65%9"<amh@wnE+-$m§a”)(VZXQA-GEU)) (53)

again having the right discriminant.

The matrix for the differential equation is obtained by correcting the trace,
it becomes

a a—d + log D ab
(14.6) (VA 2 2 VA )
' ac o d—a + log D
VA VA 2 2
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This matrix represents the logarithm of the matrix A in the special case of A > 0,
D >0 and © > 0.

In the case of A =0 we may rewrite the solution (13.59) as

(14.7) (i:) =5 (E+n (éA— E)) (58)

This time the discriminant is already zero, so the matrix for the differential
equation is obtained by correcting the trace. It becomes

a—d + log D 2b

(14 8) a+d 2 a+d
: 2c d—a 4+ log D
a+d a+d 2

This matrix represents the logarithm of the matrix A in the special case of
A=0,D>0and © > 0.

If © or D are negative, the solutions (13.48-49) will be disturbed by a factor
(—1)™ somewhere. This leads to the idea to look at every second term of the
solution to (14.1), treating the even numbers as (14.1) with stepsize 2, and the
odd numbers similar, but with initial values

0
()=~ (2)
Y1 Y
Both of these corresponds to the use of the coefficient matrix, A2, why we shall
consider this matrix closer. It is simple to compute,

s [ a?+bc bla+d)
(14.9) A _<c(a—|—d) d2+bc)

But from the Cayley—Hamilton theorem in chapter 5 we have the formula,
(14.10) (A —OE)’> = AE

which may be rewritten by using (13.11) as

(14.11) A% =20A + (A - ©6*E = 20A — DE

Hence, the half trace of A2, ©, becomes

(14.12) ©=202-D=0*+A=D+2A

and the discriminant, A, which is independent of the term DE, therefore must be
(14.13) A = (20)%2A
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14. The generalized logarithm of a matrix 81

Hence we can deduce the value of the determinant, D, by (13.11)
(14.14) D=062-A=(0%+A)2-40°A = (0% - A)? = D?
a formula, familiar to some students.

We remark, that for A > 0 it is obvious, that ©>0and D> 0. So, we are
now able to apply the formula for the logarithm, (13). We just have to compute
the value of &, according to (13.56), i.e.

5 log 6+ VA o (€A VIAGEY
NG VD2
02 + A +2/0|VA [SIERZN
=log =2log | ———
D] VD]

We are lead to want to generalize the definition of «, (13.56), to

O] + VA
14.16 a=1lo -
(1416 g( D] )

Now we are prepared to write down the logarithm of A2 according to (14.6):
(14.17)

(14.15)

200 a®?—d? + log D? 20:20b
V4OZA 2 2 Vi0ZA B
2a20c¢ 20 d?—d? log D? -
V4O2ZA Vi0zA 2 D)
20 20(a—d) 20:20b
- 2a20c¢ 2a  20(d—a) -
2(0|vVA 20vVA 2 +log|D|
© _a a—-d 4 log|D| O ab
_o | l®IvVA 2 2 el VA
©_ ac © _a d—a 4 log|D|
1©] VA O] VA 2 2
2.9 % (A OE)+log|DIE
ISIRVIN

We are now able to define a general logarithm to a 2 x 2-matrix. We shall
define the value, «, by

( | arccos (%) for A<O
14.18 o=
|9|+VA
log <7\/3| ) for A >0

with this definition of @ we may define the general logarithm of a 2 x 2-matrix,
A, as

Ola log |D
(14.19) log A = (\/'N) L(A-OE)+ s Plg

where the first parenthesis shall be omitted in the case of A = 0, in which case we
have a = 0 and D > 0.
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82 15. Economical examples of difference equations

CHAPTER 15. Economical examples of difference equations

EXAMPLE 1. This example is taken from [3]. Let us assume that the demand,
Dy, and the supply, S;, depend on the price p; in such a way that the demand
is a decreasing function of the price while the supply is an increasing function of
the price. For simplicity, we shall assume the dependence to be linear functions.
Furthermore, we shall assume the production to cause some delay, which means
that the supply depends not on the actual price, but on yesterday’s price, ps_1.
In formulas

(15.2) Sy =c+dpi_1 with d>0

If we introduce the assumption that the free market forces the price to change
such that demand and supply become equal,

(15.3) D, = S,

these three equations give rise to a dynamics of prices. We get obviously the
difference equation

d c—a
15.4 — =P =
(5 ) Dt bpt 1 b
with the solutions
d\t c—a
15. =k - )
(15.5) P (b) +i—

The constant term is interpreted as the equilibrium price, and it is stable, if
and only if |d| < [b].

EXAMPLE 2. This example is taken from [11]. In a Keynesian model of national
economics, we shall consider our consumptions from two sides: 1) We can afford
to consume, C}, corresponding to our production, Y;, except the savings or in-
vestments, I;. 2) We consume most of last years production. So, we have the
equations

(156) Y}—It:Ct:a+bY}_1

with a > 0 and 0 < b < 1.
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15. Economical examples of difference equations 83

q —
-1<4<0 =P
P1
D2 =4dpy o
q=73P b
Po
b

The demand—supply cycle

Under the additional assumptions, that the investment, I;, is constant for
a series of years, but then may be autonomously changed, we shall compare two

situations,
(15.7) I, =1y,
(15.8) Iy =1y + AI.

The solutions are for I = Iy (+AI)

I
(15.9) Y; = kb + %

stable and converging towards the equilibrium, because 0 < b < 1.

This model is interpreted as follows: After many years we are in the equili-
brium state of

CL+IO
15.10 Y, = .
(15.10) =2

Then we change to (15.9) with I = Iy + Al and hence, — starting a new counting
of years — k = —AI/(1 —b).
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84 15. Economical examples of difference equations

0<b<1

Change of investments in a Keynesian model

I+ AI

ExaMPLE 3. This example is taken from [7]. In Harrod’s model we introduce
s = 1 — b as the propensity to save, and the idea, that the investment is governed

by the increase in national income,

(15.11) I =kAY,y = k(Y; - Y1)

such that the national income obeys the dynamics

(1512) SY;g_l = k(Y;g — Y;g_l)
or

k
(15.13) Y, — ;:Syt_l ~0

with the solutions

k—l—S)t

(15.14) Y, = c( -

growing towards infinity rather than an equilibrium.
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15. Economical examples of difference equations 85

ExXAMPLE 4. This example is taken from [18]. Paul Samuelson suggests that the
investment be divided into two parts, one autonomous part, I;/ = G, constant for
some time, and another induced part, I;. These assumptions lead to the model

(15.15) Cy=bY;4 0<b<1
(15.16) L=1I+1

(15.17) I' =G

(15.18) Il = k(C; — Ci_1)
(15.19) Y, = Cy + I

We get this time a second order equation in Y;, namely
(15.20) Vi =b(1+ k)Y, 1 +0kY; o =G
with the equilibrium solution

G
15.21 Yo =—.
(15.21) T3

The question is, whether this solution is stable or not. A secondary question
may be, whether the solutions are monotonic or oscillating.

We just have to apply the theory in Ch. 13. The conditions of stability is
(15.5), i.e.

(15.22) b(1+ k)| —1<bk<1.
And the condition for oscillations is

(15.23) b2 (1 + k)? < 4bk.

In the b—k—plane we get the forms of (15.22)

1
(15.24) b<1nb<

and of (15.23)

4k

(15.25) b< (e

We have stability in the areas A and B, with oscillations in B, while insta-
bility occurs in the areas C' and D, oscillating in C'

ExaMPLE 5. Let 7 be salary and Y the national income. Then we assume the
following two dynamic equations derived by the supply and demand, respectively,

(1526) Ty = Me—1 + )\(Yt — Y*>
1
(15.27) me=m = (Vi = Yi)
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86 15. Economical examples of difference equations

Stability of Samuelson’s model

This means that the development has an equilibrium in the point (7, Y;) =
(m,Y™). These equations is conveniently rewritten in the form ignoring the equ-
ilibrium:

1 ¢
(15.28) Y= e T T

A 1
(15.29) e v R R p v

To figure out the behavior we just need to compute the product of the mixed
coefficients, i.e.,

A
(15.30) -1< —7¢2 <0
(14 Xop)
And the look at the figure in chapter 13, to find the point
1 1
15.31
( ) (1 + Ao’ 1+ Agb)

a point of alternating, but damped oscillations.
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CHAPTER 16. Non-linear difference equations

A simple example of a non-linear difference equation is the following
(16.1) f(n+1)=Xf(n)2.

This is perhaps the only one we may solve explicitly, the solution is
(16.2) f(n)==a®" with a=Af(0).

Already the complication of an added constant, ¢ # 0, e.g.
(16.3) fin4+1)=f(n)?*+c¢

makes the equation unsolvable in explicit form for almost all values of c.

A simulation of the solution to (16.3) is obtained by successive computations
of f(1), f(2), etc. We may consider the process as iteration of the function

(16.4) y=2a%+c

from different start points zo = f(0). This is the simplest example of iteration of
a non-linear function, depending on a parameter, cg. In the general form is given
a function

(16.5) y = Fe(x)
and we consider the behavior of the sequences
(16.6) Tnt1 = Fe(xy), xo=a,

for different choices of a and c.

We shall consider the special case
(16.7) F.z)=2"+c¢

in full detail.

If ¢ > %, then the parabola (16.4) does not cut the diagonal y = x, hence
the iteration (16.6) has no fix point, a, with

(16.8) a=F.(a).
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T4

x3

T2

T

Iteration of 22 +¢ ¢ > %
Actually, every sequence, (16.6), diverges towards 4oo in this case.

But for —% <c< i the parabola cuts the diagonal twice:
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T
T2
z3

89

Zo

Iteration of 22 + ¢, —3 <c< g
The fix points solves the equation

hence they are

1 1
16.1 = _—+4/-—c.
(16.10) o 5 \/4 c

Furthermore, the tangents to the parabola in these points have the slopes

(16.11) 20=1+v1—4c>—1
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90 16. Non-linear difference equations

making one of them attractive and the other repulsive, cf. Chapters 5—6.

But for ¢ < —%, both slopes are numerically greater than 1, making both fix
points repulsive. Where do the iterations then go?

Iteration of 22 + ¢ ¢ < —32

At least some of them will converge towards an attractor, consisting of a pair
of points giving rise to a cycle of length 2. The iteration jumps back and forth,
never going to rest.

This behavior is not so difficult to analyze. A point of period 2 will be a
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16. Non-linear difference equations 91
fixed point for the iterated function

y:Fcz(x):Fc(x2+c):(x2+c)2+c:
=zt + 2%+ +c.

(16.12)
To find a fix point for (16.12) is easier than one might expect. We shall solve

(16.13) w422’ —z+ A +ec=0

but this equation already has the zeros (16.10), hence we may write (16.13) as

(16.14) (2? —z+c)(x®* +z+c+1)=0.

The two new roots are simply

(16.15) f=—-+ ——c—lz%-(—l:l:\/—élc—?)).

Note that they are complex for —% < ¢, but appear in the real world for ¢ < —%.

The next question is, if these points of period 2 make an attractive cycle or
a repelling one ? This question is the same as to ask, if the fix points (16.15) are
attractors or repellers for F27 And this is a question, whether

(16.16) (F2)(B)| <1

or not.
Now, differentiating (16.12) yields

(16.17) (F2) (z) = 4(2® + o)z .
Because (3 satisfies the equation

(16.18) P +r+ect+1=0

we find

(F2) (8) = 4(~1 - B)B = —4(8 + B°) =

(16.19) — 4(—c—1)=4(c+1).

Hence (16.16) is satisfied if and only if

5 3
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Zo

T

T2

Graph of (22 +¢)? +¢
In particular, this means that as soon as ¢ becomes smaller than —%, then

the attractors 3 become repellers and F? gets an attracting cycle of length 2. This
behavior is very similar to the behavior of F, as ¢ passed through —%.
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16. Non-linear difference equations 93

22— 2 and ((2? - 2)2 -2

Looking at the graph of F? it is not so surprising; locally F? looks very much
like F..

The process goes on, as ¢ declines new periods of higher orders will appear,
making the previous attractors into repellers. When ¢ becomes smaller than ca.
—1.5616 a point of period 3 appears. The dynamics becomes more and more
“chaotic”.

The case of ¢ = —2 is of particular interest, but we shall postpone the
discussion until later, in order to look at it from the other side, i.e. the behavior
in the case of ¢ < —2.

If we iterate
(16.21) Fy(z) = 2% — 2
then for each z, |x| < 2, we have
(16.22) x| <2 = |Fy(z)| < 2.

Hence, F» maps the interval I = [—2,2] into itself. But for ¢ < —2, we may
consider the iterated sequence starting from 0, i.e.

(16.23) 0, F.(0)=c, F.)=c+c
and note that for ¢ < —2 we have
(16.24) 4> —c
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I() Il

2 +ec, c< -2

such that the sequence diverges towards infinity. This divergence also emer-
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ges from the neighborhood of 0.

This means that the interval

(16.25) T=|-2(1+vi—d), %(1 + VI —do)

1
2

is divided in three, of which the middle one around 0 diverges. But as is obvious
from the figure, also the middle part of each of the two other intervals must
eventually diverge.

We shall define the set of not diverging points of start,
(16.26) A={zel|Ffx)el, k=0,1,...}.

(This set is not empty, because it contains all points of finite period.)
We divided I in 3 subintervals,

(16.27) I = [—%(1 +VI— ), —v—o= 2}
(16.28) L = {\/ —c— 2, %(1 +V1-— 40)]
(16.29) M=]-V-c-2, V-c=2]

Now,
(16.30) F.(M)NI=g

and points outside I shall never return to I by iteration of F,.. But

(16.31) F.(Iy) = F.(I,) = 1.
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2 +ec, c< -2

Hence there are fractal similarity between the intervals Iy, I;. We construct
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A by omitting the middle intervals successively

(16.32) My =IoNE;H (M)

(16.33) My =1L NE (M)

etc. The set A left over is a Cantor set. For x € A we define a sequence of 0 and 1
(16.34) s(z) = sps182. ..

by the definition
0 if Fi(x) € I
(16.35) si(z) = it Fi(z) € o
1 if ch (ZL’) el

which is an orbit description of the sequence (FY(z)).

The set A is closed, because the complement is open. All endpoints of the
intervals belong to A and are characterized by the sequences ending with 111....
These points are dense in A, so every sequence defines a point in A.

If we consider the sequences as binary numbers representing the interval [0, 1],
then we may interpret F. in a useful way. We have
(1636) FC(S()Sl ) = S5189...
This function is multiplication with 2 and subtracting s, i.e.

g(z) =2x mod 1

This way of describing the dynamics is most convenient. If we iterate the
function g, it is obvious, that the number of fixed points for ¢g" is 2". This is the
number of points of period n for g, counting those points which period is a divisor
in n.
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2z mod 1 med fglgen fra a = %

It is obvious that all these points are repelling, having slopes steeper than
one. This function (16.37) is the typical chaos.

Now, let us return to ¢ = —2. The function
(16.38) flz)=2%—-2
may be considered as a transformation of
(16.39) g(0) =20 mod 1
by the transform
(16.40) x = c(f) = 2cos(02m) .

Actually we get

(16.41) f(c(0) = f(x) = 4cos? 021 — 2
= 2cos 202
= 2cos(g(0)2m)

= c(9(0))

Hence f exhibits exactly the same chaos as g does.
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2(2x mod 1) mod 1

2(2x mod 1) mod 1
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CHAPTER 17. Complex dynamics
We consider the function
(17.1) F(z)=2*+c

almost as before, except that this time z and ¢ are allowed to be complex numbers.
This difference makes the orbit a sequence of points in the plane.

In the simple case of ¢ = 0 we shall see three types of behavior

|z] <1: F"(z) =0
(17.2) |z| =1: |F"(z)| =1
|z| > 1: |F"(2)] — o0.

This behavior is easy to describe; let z = re??, then F(z) = 2% = r2¢?? and
hence

(17.3) Fn(z) = r?" €20
If r = 1, then it is crucial whether § = 27 for p € Z, m € Ny or not. Hence
the behavior is chaotic.
Let us further consider the transform
(17.4) H(z)=z+1.
This transform changes the map above
(17.5) z— 22
into the map
(17.6) z+l o2+ L =(+1)2-2.
Hence, the map
(17.7) z— 22 =2

is dynamically similar to (17.5).

DEFINITION. For a function F'(z) we define the filled-in Julia set as
(17.8) K ={z]| F"(z) / oo}

and the Julia set as its boundary

(17.9) J=0K.
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Examples. For F(z) = 22 we have
(17.10) K={z]|z/ <1}
(17.11) J=0K ={z]|z] =1}
and for F(z) = 22 — 2 we have
(17.11) K=J=[-22.

(If z,, — 0 then H(z,) — 00).

Suppose |c¢| > 2. If we start in a point z with |z| > |¢|, then F"(z) — oo.
Actually
2% + ¢ > |2]* — ]

> [2]? — ||
= [2l(z] = 1)
> (Jel = 1)lz]

where |c| —1 > 1. Hence

F"(2) = (lef = 1)"[2] — o0

Conclusion.

(17.12) K C D(0,|c]).

In order to find K, we must ask, which points in D(0, |c|) are mapped outside
the disc by F'7

So, we ask, what is £~ of the circle ?
(17.13) w=224¢c = z=+Vw—c.

What is the curve of z, as w = |c[e? ? Now, if ¢ = |c|e?”, then we get

z = +/|c|- Vel —eir
= +/|c|- Veilt-1 —1.¢'3

This gives a shape like the number “8” with 0 in the center and turned the angle
3. The diameter is 24/2|c| < 2|c], so it is inside the disc.

This means, that K belongs to the interior of this “number”, 8. Repetition
of the process, divides K in two in each step making K a complex Counter set.
On K the dynamics is chaotic.
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+2Vel? — 1, ¢ €0, 27|
The structure of K depends on the value c¢. For c € R, =2 < ¢ < %, the set
K is connected. This is related to the question, how behaves the orbit of 07 The
fact is that iff the orbit of 0 is bounded then the Julia set is connected.

102



17. Complex dynamics 103

Hence it is interesting to ask, what is

(17.15) M = {c| orbit of 0 by 2% + ¢ is bounded} .

DEFINITION. The set M of (17.15) is called the Mandelbrot set.

An interesting question to ask is, whether the function F' has an attracting
fix point 7 We know this to be the case for ¢ € R, —% <c< %.

So, in general, a fix point solves
(17.16) 24ec=z.

And it is attractive if the derivative of F, i.e. 2z, is numerically less than 1. So,
we must have

(17.17) c=2(22) — 1(22)?, |2z] < 1.

This means that ¢ lies inside a cardioid.

The next question is whether F' has an attractive 2-cycle, as we know it has
for ¢ € R, —% <c< —%. This time z solves

(17.18) (2 +c)+c==2

and again, |F'(2)| = |[42(2% + ¢)| < 1.
This is the case, if z solves (17.18) but not (17.16), and therefore solves

(17.19) P2 +z4+c+1=0
which gives
(17.20) |F'(2)| = [42(-1—2)| = |4(c+ 1)| < 1

or, ¢ belongs to the disc
ceD(-1,1).
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Cardioid and circel, the beginning of the Mandelbrot set
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CHAPTER 18. Economical examples of non—linear equations

These examples are taken from [4].

ExAMPLE 1. Consider the example 1 of Chapter 6. Suppose that one of the two
equations is quadratic, e.g., that the equations are

(18.2) S;=c+dp,_1+ep? , with d>0,e<0
Then the equality of demand and supply establishes the iteration

c—a+c_l _}_9 9

which solution may approach limit cycles or be chaotic depending on the parame-
ters, a, b, c,d, e.

ExamMpPLE 2. Rofller suggests a model for three variables, v, the rate of emplo-
yment, measured in deviations from 90%, u, the unit labor cost, and z, the public
net income generating expenditure. The model is formulated in differential equa-
tions as

= 0.5v
(18.4) v = —0.5u + 0.15v — 0.3z

2 =0.01+4 85z(v — 0.05)

The behavior of this may be considered as a mutual wave of v and v, disturbed
by some slow changes in the size of z. We may consider the two first equations as
approximately linear,

u = 0.5v

18,
(18.5) b = —0.5(u+ 0.62) + 0.150

The matrix of coefficients a is

(18.6) A= (—8.5 0:?5)

Of type b > 0 > ¢ and the point (0,0.15) inside the strip of negative discriminant,
but with positive half trace, giving rise to a growing oscillation. During this
process, the center of spiral will move with z.
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CHAPTER 19. Difference equations for polynomials

In principle, the formula (1.9) allows the solution to all equations of the form

(19.1) Af(z) = g(x)

with g(z) a polynomial in z. The polynomial solutions f(z) are uniquely deter-
mined up to a constant. In order to use this formula, we must be able to write an
arbitrary polynomial in terms of the basic polynomials, the factorials, rather than
the usual monomials.

This is nothing but a change of basis, to be done with the appropriate matrix.
We have simply:

x 1 0 0 0 0 0 2]
22 1 1.0 0 0 0 2]
B |13 1 0 0 0 [2]3
(19.2) 7|1 7 6 1 0 0 [2]4
2 1 15 25 10 1 0 [%]5
2 1 31 90 65 15 1 2]

This matrix can be extended infinitely, see. [1]. It simply says that e.g.,
2% =1 x [z]; + 15 x [1]y + 25 x [2]3 + 10 x [2]4 + 0 x [7]5

Definition 1. The entries in the matrix in (19.2) are called Stirling numbers of

the second kind, and are denoted as G%k) when they appear as coefficients in the
formula:

(19.3) 2= &Pl
k=1

From (19.3) we get by multiplying with x,
"t = Z Szl
k=1

= ieﬁ% — k4 k)[z]

= 6P [alpsr + > SV k[x]n
k=1 k=1

n+1 n

=Y &¢Il + Y Wk
k=1 k=1
n+1

= (840 4 k8 el
k=1

From this we derive the recurrence formula:

(19.4) sl =l 4 ke
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Definition 2. The Stirling numbers of the first kind are the solutions to the
inverse problem, i.e., the coefficients to the expressions of the factorials, [z],, in
terms of the monomials, z*, i.e.

(19.5) 2], =) S{Fa*
k=1
They may conveniently be arranged in a matrix too:
[x]1 1 0 0 0 0 0 x
[x]2 -1 1 0 0 0 0 x?
)3 2 =3 1 0 0 0 z?
(19.6) Hél -6 11 -6 1 0 0 il
[7]5 24 -50 35 —10 1 0 x°
[7]6 —120 274 -225 8 —15 1 0
This matrix just states, that e.g.,
(19.7) [z]5 = ° — 102" + 352° — 502" + 242

The matrix is simply the inverse of the matrix in (19.2). These numbers may be
found in [1] too.

If we multiply (19.5) with  — n, we obtain

n

(19.8) [2]n1 =Y SP(x—n)a*
k=1
k=1 k=1
n+1
= Z <S§Lk_1) - nST(Lk)> "
k=1

From this we derive the recurrence formula:
(19.9) SH = gtk _ gk

However, it is a cumbersome task to solve (19.1) with the help of these trans-
formations. Hence, it is tempting to ask for the basic solutions to the equations
of form (19.1) with monomials on the right side. It proves convenient to choose
them as: g(z) = na™ L.

The polynomial solutions to the equations,
(19.10) Afo(x) =naz""', neN

are uniquely determined up to the constant term. Differentiation of (19.10) with
respect to x yields

(19.11) Af!(z) =n(n—1)z" >

proving that 1 f/ (z) solves (19.10) for n — 1, hence that
L,

(19.12) —fn(@) = far(@)

is a constant.
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Definition 3. The choice of polynomial solutions to (19.10) for which the constant
term in (19.12) is zero, are called the Bernoulli polynomials and are denoted as
B, (z).

Suppose we have written the Bernoulli polynomials on the form

(19.13) Bn(z) = i (Z) B"_ ot

k=0

for suitable constants B]' ,. The index is chosen to have B} as coefficient to the
leading term, =", and B’ as the constant term.

Differentiation of B,, yields

NE

Bl (z) = (Z) BY ket
1

n—1 n k—1
n(k B 1)Bn_kx

n—1
=N <n]{:—> BZ_I_kZEk

k

I
S |l

>
I
_

The conclusion from comparing the coefficients is, that

(19.14) "o ,=B""1,, fork=01,---,n—1

Definition 4. The common value in (19.14) is called the Bernoulli numbers, and
are denoted as B, _1_k, omitting the superflous superscript.

Hence we may rewrite (19.13) as
" /n
19.15 B (x) = By _pz®
(19.15) w=3 (1)

such that the Bernoulli numbers take their appropriate part of the description
of the Bernoulli polynomials. The fact that they satisfy (19.10) may lead to a
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computation of their coefficients. We compute

(19.16) AB,(x) = Z <Z) B ((x 4+ 1)F —2F)

=5 (")an —i <Z)Bz_k
=1 (Z) ; k
n 1—1 .

:Z (T_L)a:”—i (Z,)Bj
im1 N i=o

where we have applied the formula

Q) (IE) e

and reversed summationvariables, e.g., t =n —j and j =1 — k.

Now we know from (19.10) that this final polynomial equals nz™~1. This
means that the coefficients are n for ¢ = 1 and 0 else. This gives the formulas for
the Bernoulli numbers:

By=1
i—1

19.18 ‘
(19.18) Z(;)Bj:()fori>1

=0

Sometimes people like to confuse the reader by adding the number B; to the last
sum to get the “implicit” recursion formula

i

(19.19) > (’) B; = B;

=0
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maybe it looks nicer.

The formulas (19.18) or (19.19) allows the computing of the Bernoulli num-
bers, we get for the first few (the odd inedexed are 0 from 3 on)

1 1 1 1

(19.20) 0 , By 5 B2=g, Ba 50 25 =
1 5 691
By=—— B 7
8 300 107 g6 T2 2730

As soon as we have the numbers, we get the polynomials straightaway

By =1
1
BlZIIJ—E
1
Bg—a:Q—a:—I—g
1
(19.21) By = a(x— 1) (x_§>
B4::.’104“—21'3~|-302—i
30

oere (e

The first four of them look like the following graphs:
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B1 (ZL’)

111

1 4

B2 (ZL’)
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1+ 1 -+
0 —F—F+—F—F~<—1+—1+-+A 0 +——=—+—F—"F—"F—FF+<-
02 04 06 08 10 02 04 06 08 10
1 1
B3 () By(x)

Actually, all odd Bernoulli polynomials look like +B3 and the even ones look
like +By.
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