26

200 8RN | MR | 44 | LV | 2| 2H BPRLE - 2R

[RIE 4] Applied Mathematics I

[E2%43#&] Tohru Uzawa, Akihito Hora, Lars Hesselholt

[E#&ERHH 7575]  (The method of evaluation) Each instructor will assign exercises, report
problems, etc. during the lectures. Final grade will be decided according to the totality
of the scores as well as the attendance to the classes.

[(BBEL LUVUSEZE] (References)

(&= DEBM] (The purpose of the course)

This course is designed to be one of the English courses which the Graduate School
of Mathematics is providing for the graduate and undergraduate students not only from
foreign countries but also domestic students who have strong intension to study abroad
or to communicate foreign scientists in English. All course activities including lectures,
homework assignments, questions and consultations are given in English. The purpose of
this course is to introduce and explain the various methods in applied mathematics. This
year, the course is provided by 3 instructors. Each instructor covers different subjects

from various aspects of applied mathematics.

(& F7%] (The plan of the course)

The course is provided by 3 instructors. See each course design for the subject given by
each instructor.

Detailed plan (syllabus) is shown at the first lecture.

[F—7—FK] (Key words)

[BEICRHEREFH] (Required knowledge)
Basic undergraduate mathematics (calculus and linear algebra) is required.

(b2 RIFEEDEEFE]  (attendance)
This course is open for any students at Nagoya University as one of the ”open subjects”

of general education.

[BIEEDBED 7 R/NA X] (additional advice)

U Ve ¢ uzawa@math.nagoya-u.ac.jp, hora@math.nagoya-u.ac.jp,
2 RS 5 larsh@math.nagoya-u.ac. jp
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[(RIE&] RE¥EI

(lBYE] TR E HEZA, ~vXILKLE - T—2A

[BHEFHMAE] ZNZNoHBIFEEPICZ 7Y A XL A — ML E2HT. &
AR, 216 BERICHFRIL S b TREI NS,

[(BRELE L VSEE]

[BEOBEN] oL, ZItBOERPAARID KRBT X A I U TRl
BPEEHERD 1O TH Y, WEANZERL T TR, FEPREEIC X 2NEAREE LD a
Sa—=vavitBLELOHARANEELRGRE LTWE, %, fAE ERnEneE
TRCDITADHEETITON S, ZOHEROENIE, IHEAICB TSI IR HEE
RSS2 THD. SHEEDZDOH#EITIANDKEENHYLT Z, ZNFNOHKED)LH
BeED X EFIEL[M S DR 2 5EEZID &),

[BETE] ZoMEII3ADHBICL>TUTbIN S, #EDILHB A2 NEIZOWTIE,
ZFNFNOHEEMER L 7z 2 — A FHFAL v 25,
FELWVERTE (V72 R) BYEIOHERRFICRING,

[+—7—FK]

[BEICRERME] by, SIPARESE, B QNG Z LE L $ 5,

[fi2RIZEDEEE] COERIIEEHBEOBEIHD 1 2L L TAHRRKREDTRTD
EEICBRE LTV S,

[BIEDERD 7 RN+ X]

W e ¢ uzawa@math.nagoya-u.ac.jp, hora@math.nagoya-u.ac.jp,
AESESS e larsh@math.nagoya-u.ac. jp




28

200 8IEREREII| G | 44 | LL | 2 | a2 | SPIRIE - RN

[B&IB 4] Applied Mathematics I~ Part I
Introduction to Statistical Methods

[#H24#&] Tohru Uzawa

[F#EEEMAER]  Quizzes and written assignments will be used for evaluation in this
section. The final grade will be decided by discussion among the three instructors.

[HRIELLUVSEE] Textbooks will not be used in this section. Students who are not
familiar with probability theory or statistics may find the following books useful. Brian S.
Everitt, ”Chance Rules, An informal guide to probability, risk, and statistics”, Springer,
Darell Huff, ”How to lie with statistics”, WW Norton.

[Z2&ZDHERM] The purpose of this course is to give an introduction to statistical problems
and methods. We will try to show why statistics is now an exciting field, by showing how

it relates to information theory, real analysis, and probability theory

[(8& F €] In this lecture we will first cover basic examples that shows what statistics
is concerned about, and how probability theory and real analysis enters the picture. We
then proceed to give an introduction to information theory, and show how it relates to
statistics, especially time series analysis. A more detailed plan will be handed out at the

first lectture.

[+—7—R]

[BEICHEDRMH] A working knowledge of Caluculus and linear algebra is required.

[tb 2RI 24 DEEEE]

([BIEDED T RN R]

H Y H B HEAR S uzawa@math.nagoya-u.ac. jp
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(BIB4&] WREEI 201
et AR

[EHE] TR E

[BCERHE A E] TR, BB E VAR —F 20T 5. RAEERE I 3 ADHYSHED
AMICE D IRET 5,

[(BRER LVSEE] ZRE IRV, #HEHI D W THMARRD 2 »aedid, Xo
ARKPETTOTH S, Brian S. Everitt, ”Chance Rules, An informal guide to probability,
risk, and statistics”, Springer, Darell Huff, ”How to lie with statistics”, WW Norton.

[BE0BK] ZolETIiZ, BARWAHZ2EL T, HanEn k) LlEZE ) 78T
HEDEHS LI LT, 2o, BHAROKE DS, G, T, MR &<
OOV TWAETZRL, BIEZX YA T4 VI BREZRETOLE0H~D A E L
72\,

[BETE] W O»DEMAFIZEL T, HatFEOMBEICOWTSN, fER, FRTH» %
EG T 20 2HNT 5, HFREEROAMZHEEL DL, KERIIOBMAEN 22 LB L
T, GREHRHGmhEr L BIRT 223l 5,

[F—7—R] #ats, VA7, KRS [HHEGw, /A X

[BIEICRERNME] oot & BIERBORED H L L\,

[fbZ2 R4 DEERE]

[BIEDERD 7 R/INA X]

HEHE

i

w8 uzawa@math.nagoya-u.ac.jp

v
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[RIB 4] Applied Mathematics I~ Part II

— Introduction to Markov chains

[#E42&] Akihito Hora

[Ri#&RHE57%]  (The method of evaluation)
In my part, I will use a small test and report. Final grade will be decided according to
the agreement of the three instructors.

[(BBEL LUVUSEZE] (References)

The following monographs are mentioned as references.

H. M. Taylor, S. Karlin : An Introduction to Stochastic Modeling, Academic Press,
1994.

S. M. Ross : Introduction to Probability Models, Academic Press, 1989.

(&%= DBM] (The purpose of the course)

Stochastic processes are those mathematical models which describe random phenomena.
Among them, the Markov processes, which have by definition the property that probability
law in the future is not affected by the past but depends only on the present situation,
are of particular importance. In my course, I will restrict myself to the case where both
time and state spaces are discrete so that measure theory is not needed as a prerequisite,

and mainly treat asymptotic behavior of such Markov chains as time goes by.

[(2Z% F7E] (The plan of the course)

After assembling minimal necessary notions in probability theory, such as the distri-
bution of a random variable, conditional probablity and so on, I will introduce Markov
chains and proceed to analysis of their transition probabilities.

A more detailed plan (syllabus) is delivered at the first lecture.

[F—7—R] (Key words)

Markov chain, transition probability matrix, limit theorem

[BEICHERZAF] (Required knowledge)
Working knowledge on calculus and linear algebra will principally suffice. Some experi-

ences in probability theory and mathematical statistics would be very useful.
[t FRIE 4 DEEFE]

[BIEDEED 7 R/NA X]

H Y H B HEAR S hora@math.nagoya-u.ac. jp
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[BIB4] Applied Mathematics I~ Part II

— Introduction to Markov chains

[E42&] Akihito Hora

[E#EFEM575]  (The method of evaluation)
In my part, I will use a small test and report. Final grade will be decided according to
the agreement of the three instructors.

[(BREL L UVUSEZE] (References)

The following monographs are mentioned as references.

H. M. Taylor, S. Karlin : An Introduction to Stochastic Modeling, Academic Press,
1994.

S. M. Ross : Introduction to Probability Models, Academic Press, 1989.

[(ExDBM] (The purpose of the course)

Stochastic processes are those mathematical models which describe random phenomena.
Among them, the Markov processes, which have by definition the property that probability
law in the future is not affected by the past but depends only on the present situation,
are of particular importance. In my course, I will restrict myself to the case where both
time and state spaces are discrete so that measure theory is not needed as a prerequisite,

and mainly treat asymptotic behavior of such Markov chains as time goes by.

[(2%F7E] (The plan of the course)

After assembling minimal necessary notions in probability theory, such as the distri-
bution of a random variable, conditional probablity and so on, I will introduce Markov
chains and proceed to analysis of their transition probabilities.

A more detailed plan (syllabus) is delivered at the first lecture.

[+—7—R] (Key words)

Markov chain, transition probability matrix, limit theorem

[BEICHEBAF] (Required knowledge)
Working knowledge on calculus and linear algebra will principally suffice. Some experi-

ences in probability theory and mathematical statistics would be very useful.
[t 2R 4 DEFE]

[BIEDED 7 RINA R]

FH Y 25 hora@math.nagoya-u.ac. jp




32

200 8IEREREII| G | 44 | LL | 2 | a2 | SPIRIE - RN

(BIB®&] ICR%¥ETI 203

[#B2X42%&] Lars Hesselholt (v 2 )LEHE)L | « 5 —R)

(2% =Eaafiibapsy)

[(BRER L UVSEE]

[BEOBEM] 1. BEE  FIEEHEE O HIIZHEN XA X 365950 b & T
TEEAS DR A% KD 2 Z L 12H B, Danzig IZ & % HARTEIZRAMEZ R oD 5 72 8 0 Hifili
TIEH 20, RN T7NVT) ALTH S,

2. 777 —DAEEH, GIRRXICON TR A5 HEH DR O HEFEEAR T A B A
ZROLEVI) DVEHDOFIRTH S, SEFIE LT AT LN E DD & DFEREHA
TOFERY—=INLTH 5D,

3.afy b T—A 0Ry FORiAE DB AEOSEIIZHRICAHHERAD, 7
Ry b7 —LORNZEM EMEEN S, BRI F AR Y =13 UK DT EEETH
%, BlZIX, EEDa v %7 N BRRRITECALZ2R DSy & L CHEBENTRETH 5,

11

(

BT E]

[¥—7—F]

[BEICHERAH]

[ftb 2RI 24 DEEEE]

[BEDED 7 RN R]

H 24 2 B odfg e larsh@math.nagoya-u.ac. jp
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[BIB4] Applied Mathematics I~ Part III

[# 2] Larsh Hesselholt

[BAESHM %] (The method of evaluation) Occational exercises reviewed by the teacher.

[(BREL L UVUSEZE] (References)

[(B&DBM] (The purpose of the course) 1. The Simplex Algorithm: The object of linear
programming is to find the maximum of a linear function under a number of constraints
represented by linear inequalities. The simplex algorithm of Danzig is simple, yet effective,
algorithm for finding the maximum.

2. The Brouwer Fixed Point Theorem: The theorem states that every continuous
selfmap of a finite dimensional cube has a fixed point. It is a main tool for proving that
some system has an equilibrium.

3. Robotic Arms: The set of possible positions of a robotic arm has a natural topology:
It is the configuration space of the robotic arm. The topology of these spaces is surprisingly
rich: Every compact smooth manifold is a component of the configuration space of a
robotic arm.

[(2%F7E] (The plan of the course)

[+—7—K] (Key words)

[BEICHERAF] (Required knowledge)

[fZ2 24 DEERE]

[BIEDERD 7 RINA X]

H 24 # B AR larsh@math.nagoya-u.ac.jp
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[RIE 4] Applied Mathematics I

[E2%43#&] Tohru Uzawa, Akihito Hora, Lars Hesselholt

[E#&ERHH 7575]  (The method of evaluation) Each instructor will assign exercises, report
problems, etc. during the lectures. Final grade will be decided according to the totality
of the scores as well as the attendance to the classes.

[(BBEL LUVUSEZE] (References)

(&= DEBM] (The purpose of the course)

This course is designed to be one of the English courses which the Graduate School
of Mathematics is providing for the graduate and undergraduate students not only from
foreign countries but also domestic students who have strong intension to study abroad
or to communicate foreign scientists in English. All course activities including lectures,
homework assignments, questions and consultations are given in English. The purpose of
this course is to introduce and explain the various methods in applied mathematics. This
year, the course is provided by 3 instructors. Each instructor covers different subjects

from various aspects of applied mathematics.

(& F7%] (The plan of the course)

The course is provided by 3 instructors. See each course design for the subject given by
each instructor.

Detailed plan (syllabus) is shown at the first lecture.

[F—7—FK] (Key words)

[BEICRHEREFH] (Required knowledge)
Basic undergraduate mathematics (calculus and linear algebra) is required.

(b2 RIFEEDEEFE]  (attendance)
This course is open for any students at Nagoya University as one of the ”open subjects”

of general education.

[BIEEDBED 7 R/NA X] (additional advice)

U Ve ¢ uzawa@math.nagoya-u.ac.jp, hora@math.nagoya-u.ac.jp,
2 RS 5 larsh@math.nagoya-u.ac. jp
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[(RIE&] BR¥ESRI

(lBYE] TR E HEZA, ~vXILKLE - T—2A

[BHEFHMAE] ZNZNoHBIFEEPICZ 7Y A XL A — ML E2HT. &
AR, 216 BERICHFRIL S b TREI NS,

[(BRELE L VSEE]

[BEOBEN] oL, ZItBOERPAARID KRBT X A I U TRl
BPEEHERD 1O TH Y, WEANZERL T TR, FEPREEIC X 2NEAREE LD a
Sa—=vavitBLELOHARANEELRGRE LTWE, %, fAE ERnEneE
TRCDITADHEETITON S, ZOHEROENIE, IHEAICB TSI IR HEE
RSS2 THD. SHEEDZDOH#EITIANDKEENHYLT Z, ZNFNOHKED)LH
BeED X EFIEL[M S DR 2 5EEZID &),

[BETE] ZoMEII3ADHBICL>TUTbIN S, #EDILHB A2 NEIZOWTIE,
ZFNFNOHEEMER L 7z 2 — A FHFAL v 25,
FELWVERTE (V72 R) BYEIOHERRFICRING,

[+—7—FK]

[BEICRERME] by, SIPARESE, B QNG Z LE L $ 5,

[fi2RIZEDEEE] COERIIEEHBEOBEIHD 1 2L L TAHRRKREDTRTD
EEICBRE LTV S,

[BIEDERD 7 RN+ X]

W e ¢ uzawa@math.nagoya-u.ac.jp, hora@math.nagoya-u.ac.jp,
AESESS e larsh@math.nagoya-u.ac. jp
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[B&IB 4] Applied Mathematics I~ Part I
Introduction to Statistical Methods

[#H24#&] Tohru Uzawa

[F#EEEMAER]  Quizzes and written assignments will be used for evaluation in this
section. The final grade will be decided by discussion among the three instructors.

[HRIELLUVSEE] Textbooks will not be used in this section. Students who are not
familiar with probability theory or statistics may find the following books useful. Brian S.
Everitt, ”Chance Rules, An informal guide to probability, risk, and statistics”, Springer,
Darell Huff, ”How to lie with statistics”, WW Norton.

[Z2&ZDHERM] The purpose of this course is to give an introduction to statistical problems
and methods. We will try to show why statistics is now an exciting field, by showing how

it relates to information theory, real analysis, and probability theory

[(8& F €] In this lecture we will first cover basic examples that shows what statistics
is concerned about, and how probability theory and real analysis enters the picture. We
then proceed to give an introduction to information theory, and show how it relates to
statistics, especially time series analysis. A more detailed plan will be handed out at the

first lectture.

[£—7—F]

[BEICHEDRMH] A working knowledge of Caluculus and linear algebra is required.

[tb 2RI 24 DEEEE]

([BIEDED T RN R]

H Y H B HEAR S uzawa@math.nagoya-u.ac. jp
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(RIER] BR¥EERI Z01
frat A

[EHE] TR E

[BCERHE A E] TR, BB E VAR —F 20T 5. RAEERE I 3 ADHYSHED
AMICE D IRET 5,

[(BRER LVSEE] ZRE IRV, #HEHI D W THMARRD 2 »aedid, Xo
ARKPETTOTH S, Brian S. Everitt, ”Chance Rules, An informal guide to probability,
risk, and statistics”, Springer, Darell Huff, ”How to lie with statistics”, WW Norton.

[BE0BK] ZolETIiZ, BARWAHZ2EL T, HanEn k) LlEZE ) 78T
HEDEHS LI LT, 2o, BHAROKE DS, G, T, MR &<
OOV TWAETZRL, BIEZX YA T4 VI BREZRETOLE0H~D A E L
72\,

[BETE] W O»DEMAFIZEL T, HatFEOMBEICOWTSN, fER, FRTH» %
EG T 20 2HNT 5, HFREEROAMZHEEL DL, KERIIOBMAEN 22 LB L
T, GREHRHGmhEr L BIRT 223l 5,

[F—7—R] #ats, VA7, KRS [HHEGw, /A X

[BIEICRERNME] oot & BIERBORED H L L\,

[fbZ2 R4 DEERE]

[BIEDERD 7 R/INA X]

HEHE

i

w8 uzawa@math.nagoya-u.ac.jp

v
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[RIB 4] Applied Mathematics I~ Part II

— Introduction to Markov chains

[#E42&] Akihito Hora

[Ri#&RHE57%]  (The method of evaluation)
In my part, I will use a small test and report. Final grade will be decided according to
the agreement of the three instructors.

[(BBEL LUVUSEZE] (References)

The following monographs are mentioned as references.

H. M. Taylor, S. Karlin : An Introduction to Stochastic Modeling, Academic Press,
1994.

S. M. Ross : Introduction to Probability Models, Academic Press, 1989.

(&%= DBM] (The purpose of the course)

Stochastic processes are those mathematical models which describe random phenomena.
Among them, the Markov processes, which have by definition the property that probability
law in the future is not affected by the past but depends only on the present situation,
are of particular importance. In my course, I will restrict myself to the case where both
time and state spaces are discrete so that measure theory is not needed as a prerequisite,

and mainly treat asymptotic behavior of such Markov chains as time goes by.

[(2Z% F7E] (The plan of the course)

After assembling minimal necessary notions in probability theory, such as the distri-
bution of a random variable, conditional probablity and so on, I will introduce Markov
chains and proceed to analysis of their transition probabilities.

A more detailed plan (syllabus) is delivered at the first lecture.

[F—7—R] (Key words)

Markov chain, transition probability matrix, limit theorem

[BEICHERZAF] (Required knowledge)
Working knowledge on calculus and linear algebra will principally suffice. Some experi-

ences in probability theory and mathematical statistics would be very useful.
[t FRIE 4 DEEFE]

[BIEDEED 7 R/NA X]

H Y H B HEAR S hora@math.nagoya-u.ac. jp
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(RIE&] BR¥E#ESmI Z02
<)L a7 HgE A

[EHE] W #ZA

[BESEM A E] AHY L, 3B E L A —F 20T %, B&EEEIE 3 A0S ZEOS
HBICXDPET S,

[BBEEELVUSEE] 2EHLLTROLDZEITTEL.

H. M. Taylor, S. Karlin : An Introduction to Stochastic Modeling, Academic Press,
1994.

S. M. Ross : Introduction to Probability Models, Academic Press, 1989.

[BEOBM] a4 BT % 7 v 5 L nBR%E il T % 72 0 DT 7L R E R
TH2. BT, FROMERBEHDEEIZ X S THEDRMDAIKRET 2 L) whw
ZeNa7 BT HBRIZEEL 7 I A2 L T0S, TOHERTIE, FRED RAEZR]
HEERIN 2B ICIRE L, HIERO PIARRZRHICEL 20X I ICL %2235, 2ok
<)L a 7 @O RIRFE O WLz Eh 2 i EE % BT 5.

[BERTE] MR SMERL & ORI OB E R/ NRO AFEZ MEfi L 724%, <
Va7 2 H L T Z OHEBHER DT 217 ) .
LR TE (7 3R) BYIROEERRHTEAT T %,

[(F—7—R] <va 7, HEBMERTH, IR

[BEICRHERIF] BbET & BIPRBOMEFR LR H USRI 77, #ER - Hiito i
BICED ) LB R L ABHINTTAAEH]L

[fZ2 R4 DEERE]

[BIEDERD 7 RN+ X]

FH Y 25 hora@math.nagoya-u.ac. jp
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[BIB 4] Applied Mathematics I~ Part III

[#H2X4#] Larsh Hesselholt

[FAEEHM %] (The method of evaluation) Occational exercises reviewed by the teacher.

[(BBEL LUVUSEZE] (References)

[(BZ2DBRM] (The purpose of the course) 1. The Simplex Algorithm: The object of linear
programming is to find the maximum of a linear function under a number of constraints
represented by linear inequalities. The simplex algorithm of Danzig is simple, yet effective,
algorithm for finding the maximum.

2. The Brouwer Fixed Point Theorem: The theorem states that every continuous
selfmap of a finite dimensional cube has a fixed point. It is a main tool for proving that
some system has an equilibrium.

3. Robotic Arms: The set of possible positions of a robotic arm has a natural topology:
It is the configuration space of the robotic arm. The topology of these spaces is surprisingly
rich: Every compact smooth manifold is a component of the configuration space of a

robotic arm.

[(8% FE] (The plan of the course)

[F—7—K] (Key words)

[BEICRHEREFH] (Required knowledge)

(2RI A DIEE]

([BEDBED T RIN1 X)

H Y H B HEAR S larsh@math.nagoya-u.ac.jp
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(BB %] WR¥EMHSRI 03

[#H242&] Lars Hesselholt (v 2 )LHI)L |k « 7 —R)

[RiERFHE 77 E]

[(BRELE L VSEE]

[BEOBM] 1. WA  FEEHEEO HIVIZE —XA%ERC X 3 H#%&E0 b & TR
RIS DI Rl Z KD % Z L 12H B, Danzig I & % YRR IR AMEZ R 3 72 0 0 Hifili
TlEH 205, RN T7VTY RALTH S,

2. 779 7 —DAEEH, GIRRICOIFED A5 H Y ~OITEOHG G I A B 2T
ROV DVBEHEDOFTIRTH S, SEFIEHRT AT LR E SO & DFEAEHA
TDOFERY—INLTH 5,

3.8y b 7—A oRy FORiAE ) B BMEDSMEIITHRICMHZBAD, 7
Ry b7 —LOENZEM EMEEN S, BUMZERIO PR e Y — 13U DT 2IFEEETH
%, BlZIE, EED a7 LSRRI RO ZE M DMK Y & L THBHTETH 5,

[E&ETE]

[F—7—R]

[BIEICDERAH]

[fbZ2 R4 DEERE]

[BIEDBERD 7 RN+ X]

FH M4 2 E %G larsh@math.nagoya-u.ac.jp






