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1. The optimization problem

We consider the following optimization problem. We wish to find the maximum
value of the linear function in n variables

(11) f(xla"'axn):Clxl+"'+cnxn
under the assumption that variables xz1,...,z, be non-negative and satisfy the m
linear inequalities
11711 Fa12T12+ -+ a1 a1, < b
(1.2) 21211+ a22T12+ -+ a2 1, < b

Qm1T1,1 + Am 212+ F QmaTin < by
Let H; C R™ be the subset of solutions to the ith linear inequality in (1.2), and let
H ]’ C R™ be the set of solutions to the linear inequality x; > 0. Then H; and H j’ are

closed halfspaces of R™. We wish to find the maximum value of the function (1.1)
on the feasible region P C R™ defined by the intersection

(1.3) P=( () H)n( [ H))
1<i<n 1<j<m

The structure of the feasible region P is given by the main theorem of polytopes
which we now recall. We refer to [1, Thm. 1.1] for the proof.

THEOREM 1.4. Let P C R"™ be the intersection of a finite number of closed halfspaces
and suppose that P C R™ is bounded. Then P is equal to the convex hull of a finite
subset V. C R™.

We recall that the convex hull of the finite subset V' = {vy,...,vx} C R™ is defined
to be the subset P C R" of all linear combinations aiv; + - - - + ayvy such that all
a; > 0and a; +---+any = 1. The convex hull P C R" of a finite subset of V" C R"™
is called a convex polytope, and if V' is minimal with this property, then V is called
the set of vertices of the convex polytope P.

COROLLARY 1.5. Let P C R™ be the convexr hull of the finite set V. C P, and let
f:R™ = R be a linear function. Then

max{f(z) | x € P} = max{f(v) |v eV}
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PROOF. Since V C P, we clearly have
max{f(z) | € P} > max{f(v) |v eV}

Conversely, every element x € P can be written z = > a,v with a, > 0 and

> vev @w = 1. Since f is linear, we find

f(z) = Zayf(v) < Z ay, max{f(v) |veV}=max{f(v) |veV}

veV veV

veV

This completes the proof. ([

We return to the optimization problem at hand. Suppose that the feasible region
P is bounded. Then Cor. 1.5 shows that to find the maximum of the function f
on P, we need only compare the values of f at the finitely many vertices of P.
However, in real world examples, the number of vertices will be too large for this
to be practical.

2. A reformulation

Two vertices in the feasible region P are called neighbors if the line segment between
them lies in the boundary of P. The simplex algorithm produces a sequence

(2.1) VO, Uy oo vy Vg o

of vertices of the convex polytope P such that vy and vs_; are neighbors and
fvs—1) < f(vs). The increasing sequence of values

(2.2) f(vo), f(01), s f(0s), -

becomes constant, for s large, and this constant value is the desired maximum value
of the optimization problem. In short, the algorithm is as follows. We first choose
some vertex vy, say, the origin. Then, given v,_1, we choose v4 to be a neighboring
vertex of vs_1 for which the increase in the value of f is maximal.

It is possible to construct bad examples where the simplex algorithm visits all ver-
tices of P before arriving at the optimal vertex. In practice, however, the algorithm
is very effective. Moreover, it is easy to implement as we will now see.

We first rewrite the linear inequalities (1.2) and the requirement that the vari-

ables x1, ..., x, be non-negative in the following equivalent form. We introduce m
additional variables x,,41,...,Zm1n and ask that the linear equations
a1,171,1 +a12Z12 4+ F @ pTin + Thr = b1
(2.3) 02,1%1,1 +G22%12 + - + @2 nT1n + Tpt2 = by
Am,121,1 + Am ,221,2 +-- 4+ Am nT1n + Tmgn = bm
be satisfied and that all variables z1,...,%n, Trt1, -+, Tm+n be non-negative. The
new variables z, 41, ..., Zmin are called the slack variables and measure how close

the original inequalities are to being equalities. Written in matrix form, this of
2



linear equation becomes

x
1,1 a2 e ain 1 0 0 2 b1
o 01 ... 0 ’ b

(2.4) e G T e | =7

Umi Gma - Gmn O 0 ... 1] [T b

[Lmtn
We say that a solution (z1,...,Zmyn) to the system of linear equations (2.4) is a
feasible solution, if all x1,..., %4+, are non-negative, and we say that a feasible
solution (x1,...,Tm4n) is a basic feasible solution, if exactly n of the variables
Z1,-.., Tm+n are equal to zero. The map
(T1y ey Ty Ty - o s T ) — (T1y 0 v oy )

that forgets the slack variables gives a one-to-one correspondance between the set
of feasible solutions (resp. basic feasible solutions) of (2.4) and the set of points
(resp. vertices) of the feasible region (1.3). Moreover, two vertices in the fesible
region (1.3) are neighbors if and only if the corresponding basic feasible solutions
of (2.4) share exactly n — 1 zeros.

3. The algorithm

We now explain Danzig’s algorithm for solving the optimization problem. It is
customary to write the system of linear equations (2.4) in the following form which is
called a tableau. We also include, as the bottom row, the negative of the coefficients

of the function f(x1,...,x,) we wish to maximize.
X1 To . iy Tn+1 Tnp+2  --- Tm+n
1.1 ai.2 PN ain 1 0 [N 0 b1
@21 ag 2 N az n 0 1 N 0 bg
Am1 Gm2 --- Gmp 0 0 o1 bm
—c1  —Ca —c, 0 0 0

The tableau above is called the initial tableau. The algorithm also uses a parti-
tion of the variables x1,...,Zn, Tnt1,...,2Tm into a group m variables called the
basic variables and a group of n variables called the non-basic variables. In the
initial partition, the m slack variables x,1,...,Zm+n are the basic variables and
the original variables x1,...,x, are the non-basic variables. Each iteration of the
algorithm produces a new tableau and a new partition of the variables.

Step 1: Are all the entries in the bottom row of the tableau non-negative? If yes,
stop; the current tableau is the final tableau. If no, go to Step 2.

Step 2: Choose a variable x; such that the corresponding entry in the bottom row
has as large a negative value as possible. We call x4 the entering basic variable and
we call the sth column the pivot column.

3



Step 3: Does there exist a positive entry in the pivot column between the two
horizontal lines? If yes, go to Step 4. If no, stop; the function f is unbounded on
the feasible region P (which is unbounded).

Step 4: Let a; s be the ith entry in the pivot column, and let 8; be the ith entry
in the column on the right-hand side of the vertical line. Then among the positive
entries in the pivot column, we choose an entry «, s such that 5,/a, s is as small
as possible. The entry o, s is called the pivot. There is a unique basic variable z;
such that, in the tth column, the rth entry «;.; is non-zero. We call x; the leaving
basic variable.

Step 5: Change the partition of the variables such that the entering basic variable
xs becomes a basic variable and the leaving basic variable x; becomes a non-basic
variable. Change the tableau by applying elementary row operations as follows.
Let R; be the ith row. (We include the bottom row.) Then, for i # r, we replace
the ith row R; by o, s — a; s Ry

Given the final tableau, we find the final basic feasible solution as follows. We set
all non-basic variables in the final partition equal to zero and solve for the basic
variables (using the final tableau). The final basic feasible solution is the solution
to the optimization problem.

4. An example

Let us work out a simple example. We wish to maximize the function
f(l‘l, To, 1‘3) =x1 + 2x9 + 33
subject to the constraints that x1, x5, and x3 be non-negative and satisfy the linear
inequalities
Txy+2x3 < 6

1+ 25 < 20
3ro +4x3 < 30

Since we have 3 linear inequalities, we introduce 3 slack variables x4, x5, and xg.
The initial tableau takes the form

1 T2 T3 T4 T5 T
7 0 1 1 0 0] 6
1 2 0 0 1 0120
3 4 0 0 130

-1 -2 -3 0 0 O

and the initial basic variables are x4, x5, and z¢. We apply the simplex algorithm.
Iteration 1:

Step 1: Not all entries in the bottom row are non-negative.

Step 2: The entering basic variable is x3 and the third column is the pivot column.

Step 3: There are positive entries in the pivot column.
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Step 4: Since 30/4 > 6/1, the pivot is the top entry 1 of the pivot column. The
leaving basic variable is x4.

Step 5: The new basic variables are x3, x5, and zg. To find the new tableau we
replace Ry by 3Ry — 2R3 and R4 by 3R4 + 2R3. It takes the form:

1 X2 XT3 T4 Tz Te
7 0 1 1 0 0] 6
1 2 0 0 1 0] 20
—28 3 0 —4 0 1 6
20 =2 0 3 0 0

Iteration 2:

Step 1: Not all entries in the bottom row are non-negative.

Step 2: The entering basic variable is 25 and the second column is the pivot column.
Step 3: There are positive entries in the pivot column.

Step 4: Since 20/2 > 6/3, the pivot is 3. The leaving basic variable is zg.

Step 5: The new basic variables are xs, x3, and z5. To find the new tableau, we
replace Ry by 3Ry — 2R3 and R4 by 3R4 + 2R3. It takes the form

Ty T2 T3 T4 T T
7 0 1 1 0 0] 6
59 0 8 3 —21(48
—28 3 0 —4 0 1 6
4 0 O 1 0 2| 3

Iteration 3:
Step 1: All entries in the bottom row are non-negative.

We calculate the final basic feasible solution. We set the non-basic variables x1,
x4, and xg equal to zero, and find xo = 2, x3 = 6, and x5 = 16. Hence, the desired
maximal value of the function f is f(0,2,6) = 22.
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