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There exist many methods to detect recombination or mosaic structure in a sample of DNA sequences. But how
reliable are they? Four methods were investigated with respect to their power to detect recombination in simulated
samples with different amounts of recombination and mutation. In addition, we investigated the impact of the shape
of the underlying genealogy on their performances. We found that the methods detected far fewer recombinations than
were theoretically possible and that methods based on the principle of incompatibility in general had more power than
methods that did not make use of this principle explicitly. This seemed, in particular, to be the case for phylogenies
generated under population expansion scenarios which result in long branches at the tips and small deep branches. In
addition to the results obtained through smulations, a series of new theoretical results on recombination is presented.

Introduction

Most phylogeny reconstruction methods assume that
there is a single underlying tree relating a set of homol-
ogous sequences. However, if the sequences have expe-
rienced recombination, there might be not just one tree,
but a whole collection of trees, with each tree describing
the history of a unique part of the alignment. Such se-
guences are said to have a mosaic structure (Maynard-
Smith 1992); different parts of the alignment are likely
to show different patterns of variation because they have
different histories. If the sequences are analyzed using
phylogenetic tools that do not take recombination into
account, misleading or incorrect conclusions are likely to
be drawn, and mosaic structures might wrongly be as-
cribed to evolutionary forces other than recombination.

Over the last two decades, many methods have
been proposed to detect mosaic structures caused by re-
combination (see Crandall and Templeton [1999] for a
review). The problem has been attacked at severa dis-
tinct levels. At afirst level, one could be interested in
reporting whether an observed sample of sequences has
experienced recombination in its history. Thisis a sim-
ple yes-or-no question—has recombination occurred?
Several methods attack the problem at this level only
(e.g., Sawyer 1989; Maynard Smith and Smith 1998).
Confirming that recombination events have occurred in
the sample's history, one can then go on to ask where
the break points are located along the sequences. This
problem is considerably harder and has also been ad-
dressed, e.g., Hein (1993) and Weiller (1998). Between
these two levels of approach are methods that consist of
manual inspection and division of the sequences into
smaller regions (Stephens [1985], Maynard Smith
[1992], and Jakobsen and Easteal [1996], among others),
which are then tested for the presence of recombination.
At afinal level, one can attempt to reconstruct the entire
history of the sample. In the parsimony approach taken
by Hein (1993), the most parsimonious history is con-
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structed assuming that the cost of a substitution com-
pared with that of a recombination event is known. Re-
cently, McGuire, Wright, and Prentice (2000) developed
a similar method based on hidden Markov models in a
Bayesian framework.

Each recombination event breaks the sequence
alignment into two parts such that the left part of the
alignment has a phylogenetic history potentially differ-
ent from that of the right part (fig. 1). A recombination
event can only be detected if the histories of the left and
right parts are different. If the two recombining lineages
coalesce before merging with any other lineage in the
sample’s history, no trace of the recombination event is
left. On the other hand, if one (or both) of the recom-
bining lineages merges with a nonrecombining lineage
before the two recombining lineages coalesce, then the
phylogenies on each side of the break point differ. Asa
consequence, the probabilities of a polymorphic site are
not the same in the two phylogenies, and the recombi-
nation event is, in principle, detectable from sequence
data.

This feature has been used in the methods by Saw-
yer (1989), Maynard Smith (1992), Grassly and Holmes
(1997), and Weiller (1998) among others, but in very
different ways. For example, the approach by Maynard
Smith (1992) is based on the empirical distribution of
polymorphic sites in the sample, whereas the method by
Grassly and Holmes (1997) is based on statistical mod-
eling of sequence evolution.

Other methods are within the framework of com-
patibility (Le Quesne 1969; Sneath, Sackin, and Ambler
1975). A site is compatible with a tree if the observed
characters can be explained by ¢ — 1 substitutional
events, where c is the observed number of different
characters in the given site. If more substitutional events
are required, the site is said to be incompatible with the
tree (fig. 2A). It is easy to check if there exists a tree
such that two given sites are both compatible with the
tree. If two given sites are not both compatible with the
same tree, the incompatibility can be caused either by
recurrent substitutions in one (or both) of the sites or by
recombination (fig. 2B). The pair of sitesis then said to
be incompatible. The methods by Stephens (1985), Hein
(1993), Fitch and Goodman (1991), Jakobsen and Eas-
teal (1996), and Jakobsen, Wilson, and Easteal (1997),
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Fic. 1.—We distinguish three types (types 1, 2, and 3) of recom-
bination events, which are shown in the figure (C = coal escence event;
R = recombination event). Type 1: If the two recombining sequences
coalesce before coalescing with any other lineage, the recombination
event is undetectable; sites on both sides of the recombination break
point share topology and branch lengths (left top corner). Type 2: One
or two sequences merge with one of the two recombining sequences
before the two recombining sequences merge (bottom two figures). The
topology describing the sites to the left of the break point and the
topology describing the sites to the right are identical. Branch lengths,
however, differ. Type 3: If i = 2 sequences merge with the recombining
sequences before they merge, then there are two different topologies.
The genealogy in figure 2B depicts a type 3 recombination event which
gives rise to two different topologies.

among others, are all based on the concept of compat-
ibility. The approaches to the problem are, however,
very different. For example, Hein (1993) and Fitch and
Goodman (1991) develop parsimony procedures, where-
as Jakobsen and Easteal (1996) develop a method based
on comparisons of all adjacent columns in the sequence
alignment.

In this paper, we discuss a selection of methods and
their performances. We are interested in evaluating the
power of the methods based on randomly generated
samples and sample histories. Rather than giving a full
treatment of all available methods, we aimed at sim-
plicity and chose four methods that covered the range
of levels of ambition and different underlying
frameworks.

Materials and Methods
Methods

Four different methods of detecting the presence/
absence of recombination were chosen for evaluation:

Ax\/yG

AA AG CG CA AA AG CG CA

Fic. 2—Compatibility/incompatibility. Four sequences are given,
each consisting of 2 nt. The sample comprises four different haplo-
types; in each site two different characters are present. A and B, Two
possible genealogies explaining the history of the four sequences. The
observed characters (A and C) in the first position can be explained
by a single substitution (black dot) in A and hence are compatible with
the tree. The characters in the second position cannot be explained by
less than two substitutions (open circles) and are not compatible with
the tree. In B, recombinations are alowed to take place and the ob-
served pattern can be explained by two substitutions in total. The char-
acters x and y in the two recombining sequences, Ax and yG, can be
any of the four possible characters. Because no tree exists (without
recombination) such that the four sequences can be explained by two
substitution events, the two sites are incompatible.

those of Sawyer (1989), Maynard Smith (1992), Hein
(1993), and Jakobsen and Easteal (1996). Of these meth-
ods, the first two are based on the distribution of poly-
morphic sites, and the latter two are based on the dis-
tribution of incompatibilities. All of these methods were
developed to detect recombination in samples with high
variation, (e.g., viral or bacterial samples, low recom-
bination) but vary in their ambition levels as described
in the introduction. For details and examples of their
performances on real data, we refer readers to the orig-
inal papers or the discussion of such methods in general
by Crandall and Templeton (1999).

Sawyer (1989) developed the (inner) SSCF method
to detect recombinations or gene conversions without
reference to the history of the sample or where on the
sequences the recombinations occurred. This method de-
tects the presence of recombination by the appearance
of long tracts of identities among pairs of sequences.

Maynard Smith (1992) proposed the Max Chi-
Squared method, which searches for recombination
break points by comparing the number of segregating
sites on both sides of a putative recombination break
point in a pair of sequences with the number of segre-
gating sites in the rest of the sequences in the sample.
The window size used in Max Chi-Squared was 300 (2
X 150). This gave the best power overall.

Jakobsen and Easteal’s (1996) neighbor similarity
score (NSS) method uses pairs of informative sites. It
detects recombination by the tendency of neighboring
positions to be more compatible than sites that are far-
ther apart.

Hein (1993) developed RecPars, a parsimony al-
gorithm to detect shiftsin evolutionary history along the
sequences. RecPars minimizes a combined cost of re-
combinations and substitutions necessary to explain a
data set. The cost of a recombination (d) was set to 1.5,



Table 1
The Effects of Growth on Trees
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TREE HEIGHT

BRANCH LENGTH

n2 gP 2 3 n—-1 n 2 3 n—-1 n
5. 0 62.5 20.8 104 6.2 48.0 24.0 16.0 12.0
5,000 111 10.1 14.4 64.4 51 7.0 13.4 74.4
10........ 0 55.6 185 15 12 353 17.7 4.4 39
5,000 8.6 5.9 12.0 46.7 2.2 2.3 14.0 60.2
15........ 0 53.6 179 0.6 0.5 30.8 154 24 22
5,000 8.0 52 11.1 375 15 14 14.3 51.6
25........ 0 52.1 174 0.2 0.2 26.5 13.2 12 11
5,000 7.6 4.8 9.9 27.0 0.9 0.9 14.3 40.4
50........ 0 51.0 17.0 0.0 0.0 22.3 11.2 05 0.5
5,000 7.3 45 7.6 14.9 0.5 0.5 12.6 253

NoTte.—The columns under the Tree Height heading show the ratio (%) of the expectation of the time while there are
k lineages, W, to the expected total tree height, 3; W, for k = 2, 3, n — 1, and n. The columns under the Branch Length
heading show the ratio (%) of the expectation of the branches while there are k lineages, kW, to the expected length of

the entire tree, 3; jW, fork = 2,3, n — 1, and n.
aSample size.
b Growth rate.

and that of a substitution (s) was set to 1 (based on
initial simulations of sequences under different
scenarios).

Evaluating Power

A permutation test to evaluate the power of the
methods was used. Assume that M(p) is a stochastic
model of sequence evolution, and let p denote the re-
combination rate, where p = 0 implies no recombination
(i.e., al sites have the same history), and p = o« implies
that all sites have independent histories. The power, de-
fined as the probability of rejecting the hypothesis H,
of no recombination given the true model M(p), 0 = p
= oo, was assessed by comparing the output of a method
under M(p) with output from permutations of the
alignment.

Unless p = 0 or p = oo, the distribution of the
permuted alignment will be different from the distribu-
tion of the original alignment. If there is no recombi-
nation (p = 0), al sites have the same history, and if
all sites are unlinked (p = =), al sites have independent
histories. In both cases, the distribution of the alignment
isinvariant under permutations. Thus, comparison of the
output of a method under M(p) with output from per-
mutations of the alignment provides a test of H, jointly
with the hypothesis that all sites are unlinked, H.., given
the true model M(p). The power is expected to increase
from a%, the chosen significance level, for p = 0 until
a certain point, and then to decrease to «% again for p
= o0

In comparing the output of a method under M(p)
with output from permutations of the alignment, the es-
sential assumption is an overall rate homogeneity across
sites, that is, that no regions evolve faster than other
regions. No specific model of sequence evolution (e.g.,
the Jukes-Cantor model) or a specific model of the phy-
logenetic process (including recombination) is assumed.
This makes it attractive compared with the traditional
method of comparing the output under M(p) with output
under M(0), where a specification of M(0) is required.

Simulation Algorithms and Theory

Two different setups were used to simulate sample
histories. In the first setup, we used the coalescent pro-
cess with recombination and exponential growth (Hud-
son 1983; Slatkin and Hudson 1991). The coalescent
process emerges in a variety of contexts (Kingman
1982b), has been used in studies of viral data (e.g., Py-
bus, Holmes, and Harvey 1999; Rodrigo and Felsenstein
1999), and provides a natural foundation for simulation.
However, the main objective of this simulation approach
is to provide a stochastic tool to generate sample his-
tories with shapes that depend on the choice of param-
eter values. There are two parameters: the recombination
rate p and the growth rate 3. In the population genetic
context, p = 2Nr and B = Nb, where N is the effective
population size, r is the probability of a recombination
per sequence per generation, b is the growth rate of the
population per generation, and time is measured in units
of N generations (Hudson 1983; Slatkin and Hudson
1991). In particular, if b = 0 (3 = 0), the population is
of constant size. Details of the simulation algorithm can
be found in Hudson (1983) and Griffiths and Tavaré
(1994).

Condgder agingle ste. Let W, k=n,n— 1, ...,
2, be the times between successive coalescent events,
that is, W is the time while there are k lineages in the
history of a particular site. The distribution of W, de-
pendson B: (1) If B = 0, W is exponentially distributed,
Exp(k(k — 1)/2); and (2) if B islarge (e.g., B = 5,000),
W /W, = 0,k=2,3,...,n— 1(Griffiths and Tavaré
1998). This imposes fundamental differences on the
shape of a tree (see also table 1):

1. If B = 0, the tree has long deep branches and short
branches at the tips.

2. If B is large, the tree is starlike with long branches
at the tips and short deep branches.

We let recombination happen uniformly along the
sequences at rate p/2 per sequence. The number of re-
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combination events, R(n), in the history of a sample of
size n has expectation
E,[R()] = DE,[Ly] M
(the proof in Hudson [1983] is for B = 0, but it can
easily be extended to a general B), where L, = 31, jW,
denotes the total branch length of the tree at a single
site and E, denotes expectation under growth with rate
B. If B = 0, equation (1) reduces to
n-1 1
B[RO = p 2, @
(Hudson and Kaplan 1985).

In the second setup, a different technique was ap-
plied to generate samples with one recombination event
only. Let -y, be the joint rate of coalescence and recom-
bination events. The time from when there are k ances-
tral lineages until there are k + 1 lineages (recombina-
tion) or k — 1 lineages (coalescence) is thus exponen-
tialy distributed with parameter vy, (fig. 3), and times

between events are independent. The probability that the
recombination occurs while there are k lineages is

k(& )\t
O = _(2 J—) )
Yi\i=2 vj

which is defined in analogy with the coalescent with
recombination (see the appendix, where thisis discussed
in more detail).

Mutations were added to a sample history using a
Jukes-Cantor model with mutation rate 6/2 (Jukes and
Cantor 1969). In the population genetic context, 6 =
2Nu, where u is the probability of a mutation per se-
quence per generation. A nucleotide was assigned to the
most recent common ancestor of each site by choosing
randomly among the four different types. Whenever a
substitution occurred, the substituted nucleotide had
equal chances of being either one of the other three nu-
cleotides. Thus, samples of sequences were generated
under very simple conditions: one substitution rate
along sequences and no constraints on this rate due to
different kinds of substitutions, i.e., transversions versus
transitions or synonymous Versus nonsynonymous
changes.

The first setup reflects the situation in which a real
data set is under scrutiny. In the second setup, the phy-
logenetic signal from a single recombination event is
explored.

©)

Details of Setups

In al simulations, sequence length L was fixed at
1,000. Sample size n, mutation rate 6, recombination
rate p, and growth rate B or the rates v, were varied.
Between 1,500 and 2,800 samples of sequences and se-
quence histories were simulated for each choice of pa-
rameters, and the four methods were applied to all of
the simulated samples. For each of these simulated sam-
ples, 200 permutetions of the columns in the sequence
alignment were performed, and the methods were run

Fic. 3.—Example of a genealogy with one recombination. In this
example, v, = 1 for al k, and the sample size is 4. The first event is
a coalescence event, and the second is a recombination event. Thetime
until al sites share a most recent common ancestor is (in this case)
given by a sum of five exponential variables with rates 4, 3, 4, 3, and

2, respectively.

on the permuted data sets. For RecPars, 200 histories
were simulated and 200 permutations performed due to
a very time-consuming algorithm in RecPars. It was re-
ported how many times the outcome from simulated
samples deviated significantly at a 5% level from the
outcome of permuted data sets.

Setup 1: Histories with a Random Number of
Recombination Events

In one set of simulations, n was fixed at 10, and 6
was varied such that the expected sequence divergence
p between two sequences was p = 1%, 2.5%, 5%, 10%,
and 20%. In a second set of simulations, 6§ was chosen
such that p = 10% and n was varied over 5, 10, 15, 25,
and 50. Thus, two sequences differed on average in p
sites, but due to recombination, the distribution of poly-
morphic sites was not necessarily uniform along the se-
quences. Two choices of 3 were considered: § = 0 and
B = 5,000. The relationship between p and 6 for B =
O is given by

__3p
e_3—4p

(Kimura 1980; Kingman 1982a). No analogous expres-
sion of equation (4) is known for g > 0. For B = 5,000,

4



the relationship between p and 6 was found by
simulation.

In the first set of simulations, the rate of recombi-
nation was varied over p = 2, 4, 8, and 16 for = 0
(n = 10). For B = 5,000, p was determined such that
E;[R(n)] = Ex[R(n)], and the same amount of recom-
bination was expected in samples simulated under B =
0 and B = 5,000. This gave p = 800, 1,600, 3,200, and
6,400, approximately, for n = 10. In the second set of
simulations, for B = 0, p = 4, and for B = 5,000, p =
2,200 (n = 5), p = 1,600 (n = 10), p = 1,300 (n =
15), p = 1,000 (n = 25), and p = 700 (n = 50),
approximately.

Setup 2: Histories with One Recombination Event Only

In the second setup, samples and histories were
simulated according to equation (3) with one recombi-
nation event of type 2 or 3 only or with one recombi-
nation event of type 3 only. The sample size was 10 in
al simulations.

Three different forms of the rates vy, were chosen:
(A) v = k(k = 1)/2, (B) v« = 1, and (C) vy = n — k
+ 2. (Note that vy, = n — k + 2 is only meaningful
because the number of recombinations is restricted to 1;
thus, k = n + 1 and vy, > O for all k) Form A gives
phylogenies with short external branches and long in-
ternal branches, and form C gives phylogenies with long
external branches and short internal branches. Form B
is between forms A and C. The form of v, determines
when the recombination event happens: for form A,
most recombinations happen while there are few line-
ages, and for forms B and C, most recombinations hap-
pen while there are many lineages (see eg. 3). The re-
combination break point occurs between nucleotides 500
and 501. The parameter 6 was adjusted such that the
pairwise sequence divergence varied over p = 1%,
2.5%, 5%, 10%, and 20%. This was accomplished by
simulation.

Results
Setup 1: Histories with a Random Number of
Recombination Events

The amount of detectable recombination (types 2
and 3, fig. 1) varies with p, 8, and n. Events of types 1
and 2 occur in samples of arbitrary size, whereas events
of type 3 occur only if n = 4. The numbers of recom-
bination events of the three different types are denoted
by Ry(n), Ry(n), and Ry(n), respectively, and the expect-
ed numbers of these three types of recombination events
for B = 0 are given by (see appendix)

B[R, ()] = 2(1 - %)p

B[R] = {C(m 3 %)}p and

n-1

EolR()] = {2 Tl - C(n)}p. 5)

where C(n) is an increasing function in sample size n,
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tending toward C(«) = 2.14. For n = 2 and n = 3, we
have Ej[Ry(n)] = 0, and C(2) = 1 and C(3) = 25. Both
the expectation of R;(n) and the expectation of R,(n) are
bounded in n; in fact, %p = Ej[Ry(N)] = %p and %p =
Eo[Ry(n)] = {C(x) — %}p = 1.47p. If B > 0, no explicit
expressions are known for the expectations of Ry(n),
Ry(n), and Ry(n), although the ratio E;[Rs(n)]/Eg[R(N)]
increases with 3, and the expectations of R;(n) and R,(n)
are bounded in n (unpublished data). Most events in
large samples are of type 3.

For sample size 10, an increase in power was ob-
served with increasing recombination rate (figs. 4 and
5) with both 3 = 0 and B = 5,000. For B = O, the
expected number of events of types 2 and 3 goes from
about 4.8 (p = 2) to about 35 (p = 16), with the ex-
pected total number of events going from 5.7 (p = 2)
to about 45 (p = 16). The expected number of type 2
and 3 events is larger for § = 5,000 than for B = 0.
For p = 4, the chance that there is at least one event of
type 2 or 3 in arandom sample is almost 1, essentially
ruling out the possibility of reporting false positives, that
is, reporting recombinations in sample histories without
recombination. Generally, an overall increase in power
was observed with increasing sequence divergence p;
this was expected, because the number of polymorphic
sites increases with p. An exception to this was SSCF
(with B = 0), for which the power stayed roughly con-
stant for fixed recombination rate. Note that for p = O,
recombinations were detected in about 5% of the sim-
ulations. This was expected, as the level of significance
was set to 5%.

There were some interesting differences between
the results for B = 0 and those for B = 5,000. First,
except for RecPars, which was roughly insensitive to the
value of B, al methods had more power for B = 0 than
for B = 5,000 (standard errors were between 1 and 3.5
for RecPars and were less than 1.3 for the other meth-
ods; results not shown.) Second, SSCF had less power
for 3 = 0 than did the other methods, except if p = 1%,
in which case SSCF actually had the most power. For
B = 5,000, SSCF and Max-Chi Squared had low power
(less than 20%) unless both p and p were high. Here,
the incompatibility methods, RecPars and NSS, per-
formed remarkably better. These differences can be ex-
plained by differences in the shapes of phylogenies (ta-
ble 1) for the two B values. More mutations happen at
the long branches near the tips of the phylogeny for B
= 5,000 than for B = 0, since for B = 0, branches near
the tips are short. As a consequence, for g = 5,000, the
sequences tend to have similar patterns of mutations (in
terms of number and how they are distributed along the
sequence), and recombination becomes harder to detect
using Max Chi-Squared or SSCF. Furthermore, a mu-
tation (e.g., A - G) happening at a tip branch is not in-
formative unless paralleled by a similar mutation (i.e,,
A-G) at another branch. Thus, the incompatibility-
based methods, RecPars and NSS, are less affected by
the change in tree shape than are the polymorphic-site-
based methods, Max Chi-Squared and SSCF

Table 2 shows the results for the second set of sim-
ulations with p = 10% and n varying. Consider 8 = O:
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FiG. 4—The power of the methods under setup 1 and B = 0. Power is plotted for various values of p and p and each of the four methods.
The power increases with increasing p, which is expected as the number of recombination events increases with p. M = Max Chi-Squared; R

= RecPars; S = SSCF; N = NNS. See the text for further explanation.

All four methods showed increasing power with increas-
ing sample size. Next, consider B = 5,000. Here, SSCF
and Max Chi-Squared showed drastically reduced pow-
er. The power of NSS was increased fromn = 5to n
= 10, but decreased for n > 10 from 66% to 15%. In
contrast, RecPars retained the power obtained under
= 0. The reduced power of SSCF and Max Chi-Squared
can be explained by the fact that under population
growth, even for n = 50, the branches of the tips com-
pose alarge part of the total branch length (table 1), and
as consequence, most mutations happen near the tips.
The fact that the power of NSS is increased from n =
5to n = 10 is likely due to the higher percentage of

type 3 events in the latter case. The decrease in power
for larger sample sizes for this method was expected:
The number of incompatible pairs of sitesincreaseswith
sample size (for fixed p and p; results not shown).
RecPars was not similarly affected, as it is not based on
pairwise comparisons of sites. RecPars suggests a
change in topology if a stretch of sites is consistently
more economically explained by a new topology. Within
such a stretch, there might be sites incompatible with
the new topology (e.g., because of recombination or mu-
tations); these sites will then be explained by mutations.
This might account for the observed increase in power
with n for this method.
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FiG. 5—The power of the methods under setup 1 and B = 5,000. Power is plotted for various values of p and p and each of the four
methods. The power increases with increasing p, which is expected as the number of recombination events increases with p. Furthermore, the
power is generally lower than the power obtained with the same parameter values under B = 0. See the text for further explanation.

Table 2
Power for Different Sample Sizes
Ba=0 B = 5,000
nP S M N R S M N R

5. 41 68 46 38 15 16 49 56
10......... 48 85 78 84 19 16 66 81
15......... 55 20 86 92 18 17 57 93
25. ..., 68 94 93 92 17 17 35 94
5 ......... 80 96 94 — 16 21 15 —

NoTte.—The powers of the four methods are shown as percentages. S = SSCF; M = Max Chi-Squared; N = NSS;
R = RecPars.

aGrowth rate.

b Sample size.
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Setup 2: Histories with One Recombination Only

The probabilities py, i = 1, 2, 3, that the recom-
bination event is of typei = 1, 2, 3, given that it occurs
while there are k lineages, are

2

pkl - 3_kl (6)
8 8 1 K21

Pe = o ™k + Dke(k — 1)(3 4,-:21 j)’ and  (7)

Ps = 1— Pa— Pe (8)

(see appendix). If k =2 or 3, ps = O; otherwise, ps >
0. Furthermore, p,, is decreasing for k = 2, p,, is de-
creasing from k = 3 onward, and p,s is increasing for k
= 2. The overal chance that a recombination event is
of typei = 1, 2, 3, given that it occurs, is

P = E Pxi Ak 9
k=2

which, for specific choices of y,, k =2, ... , n, can be
calculated. Hudson and Kaplan (1985) found p; in the
coalescent model with recombination.

Conditioned on exactly one event of type 2 or 3,
the ratio of type 3 events to type 2 events changes with
the form of v, If v, = k(k — 1)/2, r = p3/(p, + p3) =
38%; if v = 1, r = 75%; and if y = 10 — k + 2 (n
= 10), r = 82%. This should be reflected in NSS and
RecPars, and to lesser extent in Max Chi-Squared and
SSCF, because these methods are not based on the dis-
tribution of incompatible sites in the sample. For ex-
ample, in the first case, NSS and RecPars should recover
less than 38% of the recombination events unless some
events of type 2 also are detected. In contrast, Max Chi-
Squared and SSCF could potentially recover 100% be-
cause they are designed to detect either of the two types.
Conditional on type 3 events, only theratio is, of course,
100% for al methods.

For simplicity, let us denote by T3 the case in
which the conditioning is on type 3 events only and let
us denote by T23 the case in which the conditioning is
on type 2 or 3 events. In case T23, the power was high-
est under (A) vy = k(k — 1)/2 and lowest under (C) -y,
= 10 — k + 2, except for RecPars, where form B had
the most power (fig. 6; standard errors ranged from 1 to
3 for RecPars and were less than 1.2 for the other meth-
ods; results not shown). Two factors are in play. First,
more recombination events happen under C than under
A while there are many lineages. This implies that the
chance of atype 3 event is higher under C than under
A, because a type 3 event requires at least four sequenc-
es. As a consequence, the chance of detecting a recom-
bination should increase. (This argument also accounts
for the observed higher power under T3 than under
T23.) Second, under C, the phylogenies tend to be more
starlike, and less information about topology is available
from the sequences. The latter effect seemed to be of
the most importance. It is interesting that the power of
RecPars and NSS did not go up as the upper bound for
detecting a recombination went up from 38% under A,

through 75% under B, to 82% under C. This must be
ascribed, again, to the fact that recombination is harder
to detect in starlike trees.

Discussion

In this paper, we discussed the power of four dif-
ferent methods of detecting recombination. Generally,
we find that all of them are based on statistics that cap-
ture features characteristic of samples that have experi-
enced recombination in their history. However, we aso
find that all of the investigated methods detect far less
recombination than is theoretically possible. In general,
methods based on the principle of incompatibility seem
to have more power than methods that do not make use
of this principle explicitly. This seems, in particular, to
be the case if the phylogeny has long branches at the
tips and small deep branches. Figure 6 suggests that re-
combination in genealogies that are similar to genealo-
gies sampled from Kingman's (1982a) coalescent is
much easier to detect than recombination in starlike
genealogies.

Both RecPars and Max Chi-Squared would per-
form better if the recombination cost or the window size
were set individually for each simulated sample. The
values chosen here are those that overall gave the high-
est power. In general, it would be difficult, if not im-
possible, to assign a value to the recombination cost in
RecPars from information in data. The value chosen
here (1.5 times the cost of a mutation) seems to work
fine despite the wide range of shapes of genealogies and
the amount of recombination, and it might be taken as
a sensible starting value in analysis of real data. In con-
trast, the window size in Max Chi-Squared can easily
be varied, and one can choose the size that gives the
most significant output. However, this will not neces-
sarily guarantee the highest power.

The mutation scheme applied in the simulations is
very simple and not realistic for most rea data. Rates
of mutation tend to vary and to be higher in some re-
gions of the sequences than in other regions. This will
inevitably give more variable sequence patterns and af-
fect the power negatively.

The sequence length can be varied. In setup 1, the
effect of varying the sequence length L is equivalent to
the effect of varying the recombination rate p; al pairs
(L, p) of constant ratio C = p/L produce similar out-
comes. In setup 2, there is only one recombination
event, and an increased sequence length increases the
chance of detecting the recombination event: more in-
formation is available. Max Chi-Squared is unaffected,
as a dliding-window approach is adopted. In real se-
quences there will be an upper limit to the size of a
segment without recombination. For example, most re-
ported recombinant segments in HIV are less than 1,000
nt long (see, e.g., http://hiv-web.lanl.gov), the sequence
length chosen in our studies.

In generdl, it is difficult to set up guidelines con-
cerning which method to choose in an analysis of real
sequences. If long branches are expected at the tips,
compatibility methods might be preferred. An indication
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of long branches could be a large number of singletons
in the sample. It is advisable to use a set of methods
based on different principles.
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APPENDIX

Consider a model with coalescence rates «y, k =
2, 3, ..., n, and recombination rate p/2 per sequence.
All waiting times are independent of each other. The
ordinary coalescent with recombination has o, = k(k —
1)/2 (Hudson 1983), although in general «, cannot be
derived from a population model or a model of species
evolution. Given k lineages, the time until an event is
exponential with parameter vy, = o, + Kp/2. This event
is a coalescence with probability o, /v, and is otherwise
a recombination. The probability of exactly one recom-
bination event before all sites share an ancestor is

P C ko(k+1 . Qi
2 k22 YWYke1 =2 Y

(using arguments similar to Hudson and Kaplan's
[1985]), and the probability that the recombination event
happens while there are k lineages is

Koty g C jai”—
Vk7k+1/1—22 Ym‘u,
k=2 ...,n Letpg i =1, 2 3, bethe probability
that a recombination event is of type i given it happens

while there are k lineages. Immediately after the event,
there will be k + 1 lineages. The probabilities p,, k =

(10)

(11)

2, ..., n, fulfill the recursion
2 k — Dk — 2)
= + 12

with boundary condition p,; = 1/3. The recursion has

solution p,; = 2/(3K), which is equation (6). Concerning
P, the following recursion is found:
_4k-1) k—Dk-2
P = (k + Dk k-1 (K + Dk Pr-12r (13)

with boundary conditions g, = 1 and p,, = 2/3. The g,
values fulfill the same recursion as py;. Recursion (13)
can be solved and gives equation (7). The form of p.
follows from 1 — py — P

If p = 0, equation (11) reduces to

= / > 1 (14)

'Y = 2 'YJ
and times between events (coal escence and recombina-
tion) are exponential with v, = «,. We adopt this as our
simulation scheme in setup 2. Equation (14) is identical
to equation (3).

Under the coalescent with recombination and B =
0, the expectations of R(n), i = 1, 2, 3, are given by
(using arguments similar to Hudson and Kaplan's
[1985])

amm—pE

which, by insertion of py, and py,, gives the first two
equations in (5). The expectation of Ry(n) can be found
from the relation R(n) = Ry(N) — Ry(n) — Ry(n) or in
Hudson and Kaplan (1985). Hudson and Kaplan found
that

pkl ’ (15)

16 >, 1
k=

4 (k + Dk2(k — 1)2

X {k22 1{212(1 + 1)}} p. (16)

Eo[Rs(M)] =

Using 2, | = m(m + 1)/2, 37, 12 = m(m + 1)(2m +

1)/6, and ", I3 = m&(m + 1)%/4, by decomposition of
the fraction
1
(k + Dk?(k — 1)?
1 1.1 1 5
T 2k—12 Kk 4k+1) 4k-1)
it is found that
n-1 - n-1 i-1
Eo[Rs(n)] 2 1 2 12 — 48> 12 1 1114
p i-1 -1 i—11<j=1 )
7 =l
+—+o(n)=2.——(:(n).
9 i=1 1

Here, the term of order o(n) is

_8(6n? +9n + 4) G'1 2(371n2 + 506n + 156)
n2(n + 1) oan2(n + 1) '

and C(n) is short for the sum of all terms except the

first. The calculations were checked by computer sim-

ulations. For n increasing, C(n) tends to approximately
2.14.

i-1 |
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